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CHAPTER ONE

The Buildup to Mass Incarceration

The era of big government is over. Every culture, every class, every century, constructs its distinctive alibis for aggression. It's too soon to tell.

The change began with little official notice or fanfare. There were no presidential speeches to Congress, such as the ones pledging to land a person on the moon within a decade or declaring war on poverty. No catastrophic event, such as the attack on Pearl Harbor or 9/11, mobilized the United States. No high-profile commission issued a wake-up call, as the Kerner Commission did in warning the nation that it was moving toward two separate and unequal societies and, decades later, as the 9/11 Commission did in exposing the country’s vulnerabilities to terrorism. Indeed, to see the change of interest – the massive buildup of the U.S. prison population that began in the 1970s – one has to look to the statistical record. There was little bark (at least at first), but a great deal of bite.

Beginning with modern record keeping in 1925 and continuing through 1975, prisoners represented a tiny segment of the U.S. population. In 1925, there were 92,000 inmates in state and federal prisons. By 1975, the number behind bars had grown to 241,000, but this increase merely kept pace with the growth of the general population. The rate of imprisonment remained stable, at about 110 inmates per 100,000 residents. Indeed, during the early 1970s, two well-known criminologists argued that society kept this ratio (inmates over population) at a near constant to meet its need for social integration.
crime rate went up or down, like a thermostat, society would adjust its imprisonment decisions to ensure that the rate of imprisonment would remain close to 110. Then, in the mid-1970s, the thermostat was disconnected. The imprisonment furnace was turned on full blast.

The number of prisoners shot upward and would continue on that trajectory for 25 years. By the end of the twentieth century, there were 476 prison inmates per 100,000 U.S. residents, or more than 1.36 million people in prison. And the furnace has not yet been put to rest. By year-end 2005, the number behind prison bars had risen even further, to 1.5 million. In the 12-month period ending in December 2005, for example, the prison population increased by 21,500 inmates, an annual growth rate of about 1.9%.

To add some perspective, if assembled in one locality, the prison population would tie Philadelphia for the fourth largest U.S. city. If “prisoner” could be thought of as an occupation, one in fifty male workers would have this “job”; there would be more people in this line of “work” than the combined number of doctors, lawyers, and clergy. For certain demographic groups, the proportion serving time in prison has become extraordinarily high. By year-end 2004, 8.1% of black males between the ages of 25 and 29 were in prison. About one-third of all African American males are predicted, during their lifetime, to serve time in a state or federal prison. In 1975, 241,000 inmates in state and federal prisons were serving 8.4 million inmate-days. By the end of 2005, 1.5 million inmates were serving more than a half-billion inmate-days per year and consuming 1.6 trillion meals.

Our topic is the prison population buildup. Why did the United States embark on this course? What were the consequences for society? This transformation did not occur spontaneously, and it has had consequences. There are a profusion of claims about this choice. Proponents of the buildup tend to see only virtue and necessity. We had to build more and more prisons, in this view, to stem the tide of disorder and crime on the streets. The buildup was a farsighted investment in our future, and we are now reaping the benefits. Critics tend to see only vice and human folly. The buildup has done far more harm than good. In one argument, putting more people in prison adds fuel to the fire by stigmatizing millions of low-level offenders as hard-core felons and schooling them in crime. Mass prison is not only a massive waste of
public resources, but it is also socially destructive. Hard-nosed realism requires something other than more prisons.

These points of view have been expressed on the opinion/editorial pages of newspapers and television talk shows, been the subject of numerous stump speeches by politicians seeking elected office, and, from time to time, been given serious study by scholars. Still, we may be no closer now to consensus over the “prison question” than we were halfway through the buildup. With the arguments well worn, both sides now play the common-sense card: everyone knows that more prison causes (or does not cause) less crime and that the motives behind the buildup were noble albeit tough minded (or ill conceived). The goal of this book is to get past these self-confident assertions.

PRISON BUILDUP: CONSTRUCTIVE OR DESTRUCTIVE?

Prison is the ultimate intrusion by the state into the lives of its citizens. Prisons impose on their residents near-complete deprivation of personal liberties, barren living conditions, control centers that regulate movement within the prison, exterior fences draped with concertina wire, lines painted on hallway floors that limit where inmates may walk, little and ill-paid work, and endless tedium. The prison buildup was commonly and appropriately called the “get tough” approach to crime control.

Was the buildup generally constructive or destructive? If there is satisfaction in the buildup, from what does it spring – the harnessing of aggression to get a grip on the plague of crime, especially violent crime, or the satisfaction that comes with demolition and denigration? Is the prison buildup an ennobling enterprise? Or are such lofty claims merely alibis for aggression or, worse yet, an effort at repression by some groups over other groups?

To take stock, “more prisons” is not merely a policy preference in the way one might prefer more bike trails, better schools, or lower taxes. More prisons means the greater exercise of coercive power by some people (mere human individuals) over other people. Mass imprisonment is an emphatic expression of aggression; that is obvious. But what kind of aggression? And with what consequences? Answering these questions is the central purpose of this book.
Much of the sociological literature on prisons and the prison buildup construes the buildup as an effort at social domination and exploitation. This argument is developed most famously by Michel Foucault, the French social critic, and, more recently, by a group of scholars that include David Garland, Loïc Wacquant, William Chambliss, Jerome Skolnick, and James Q. Whitman. The U.S. prison buildup has no rational content. Prison’s formal purposes – retribution and crime control – are nothing more than alibis for aggression. Behind the mass movement demanding more prisons are excited but unaware masses, politicians taking advantage of these lower sentiments, and large doses of collective irrationality. One formulation portrays the buildup as coming out of the emotional lift stirred by treating people as inferior and placing them in harsh conditions.\(^{11}\) We consider these arguments and search for evidence to support them. Unfortunately, for these authors, we do not come up with much.

An alternative position is that society has mandates that are not arbitrarily chosen tasks but are the core of what is needed for society to function. In a modern economy, schools must teach true lessons about physics today so that tomorrow’s flood-control levies can be built without structural flaws. The judiciary must be independent of family, clan, and special interests; judges must be competent; and the rule of law must mean something; otherwise, the judiciary cannot serve as an instrument of economic development.\(^ {12}\) Likewise, prisons gain or lose their legitimacy according to whether they achieve their mission, their social ends – retribution and crime control. Prisons achieve, or are supposed to achieve, a substantive outcome. This outcome is important to society.

The position we ultimately take is much more in line with the second stance. However, it is important to emphasize that because prison growth can achieve something substantively important, it does not follow that such gains are always achieved. There may be a threshold beyond which more prisons yield minimal crime reductions, and possibly even more crime. Thus, it is an empirical question whether we currently use incarceration in a way that is effective. There is a small literature (in economics, sociology, and policy analysis) that takes such an empirical approach. We address this empirical question in Chapter 3.
The buildup to mass incarceration

BUILDUP AS BIG GOVERNMENT AND FAILED GOVERNMENT

The prison buildup is sometimes described as adding more prison beds. This is a shorthand term for more recreation yards and infirmaries, custody and treatment staff, visiting rooms and educational programs, food preparation facilities and guard towers, wardens and associate wardens, and sheets and towels – in short, the components that differentiate a fully functioning prison from a mere dormitory or housing unit. “More beds” imposes ever-greater demands on the public fisc and requires more government employees. It also raises questions of governance: can a mass of inmates be governed without an organizational collapse? Should we anticipate high rates of violence and rebellion?

Big Government

In 1979, there were 855 state and federal adult correctional prisons. By 2000, the number of prisons had almost doubled to 1,668. More prisons, of course, require more public funds to build and operate them and more government employees to staff them. Figure 1.1 shows the growth in prison employees, from 121,000 in 1981 to 440,000 in 2001. The money side is shown in Table 1.1. In 1980, states spent $7.2 billion
TABLE 1.1. Federal and State Prison Expenditures*

<table>
<thead>
<tr>
<th>Year</th>
<th>Expenditures, state prisons in $1,000s</th>
<th>Expenditures, federal prisons in $1,000s</th>
<th>State and federal prisons’ cost per resident ($)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1980</td>
<td>7,197,338</td>
<td>715,300</td>
<td>32</td>
</tr>
<tr>
<td>1981</td>
<td>8,180,148</td>
<td>704,500</td>
<td>35</td>
</tr>
<tr>
<td>1982</td>
<td>8,185,889</td>
<td>800,440</td>
<td>35</td>
</tr>
<tr>
<td>1983</td>
<td>8,978,005</td>
<td>883,050</td>
<td>38</td>
</tr>
<tr>
<td>1984</td>
<td>10,152,592</td>
<td>873,250</td>
<td>42</td>
</tr>
<tr>
<td>1985</td>
<td>11,395,521</td>
<td>1,024,820</td>
<td>52</td>
</tr>
<tr>
<td>1986</td>
<td>11,718,582</td>
<td>978,020</td>
<td>53</td>
</tr>
<tr>
<td>1987</td>
<td>12,461,390</td>
<td>1,365,210</td>
<td>57</td>
</tr>
<tr>
<td>1988</td>
<td>14,265,336</td>
<td>1,559,580</td>
<td>64</td>
</tr>
<tr>
<td>1989</td>
<td>15,681,836</td>
<td>2,201,650</td>
<td>72</td>
</tr>
<tr>
<td>1990</td>
<td>17,505,068</td>
<td>3,589,700</td>
<td>85</td>
</tr>
<tr>
<td>1991</td>
<td>19,226,855</td>
<td>2,258,630</td>
<td>85</td>
</tr>
<tr>
<td>1992</td>
<td>19,404,816</td>
<td>2,663,450</td>
<td>87</td>
</tr>
<tr>
<td>1993</td>
<td>19,723,011</td>
<td>2,612,370</td>
<td>87</td>
</tr>
<tr>
<td>1994</td>
<td>21,417,090</td>
<td>2,665,870</td>
<td>93</td>
</tr>
<tr>
<td>1995</td>
<td>23,627,083</td>
<td>3,015,040</td>
<td>101</td>
</tr>
<tr>
<td>1996</td>
<td>24,029,310</td>
<td>3,250,750</td>
<td>103</td>
</tr>
<tr>
<td>1997</td>
<td>25,059,538</td>
<td>3,510,890</td>
<td>107</td>
</tr>
<tr>
<td>1998</td>
<td>26,120,090</td>
<td>3,363,330</td>
<td>109</td>
</tr>
<tr>
<td>1999</td>
<td>27,182,280</td>
<td>3,505,900</td>
<td>113</td>
</tr>
<tr>
<td>2000</td>
<td>27,569,391</td>
<td>3,769,630</td>
<td>111</td>
</tr>
<tr>
<td>2001</td>
<td>29,491,268</td>
<td>4,393,500</td>
<td>119</td>
</tr>
</tbody>
</table>

* Inflation adjusted to 2001 constant dollars, using the consumer price index.


These figures point in one direction—“big government” becoming bigger. Or do they? The proper yardstick to measure the “size” of government is less obvious than it might first appear. Consider the
growth of the U.S. Postal Service (USPS), which employs almost one-third of the federal civilian labor force.\textsuperscript{16} Since the early 1970s, the USPS increased from 740,000 employees to 850,000 employees – a 15\% increase. Yet the volume of mail delivered more than doubled during this period. Also, the USPS began to generate a hefty profit (on the order of $400 million per year), while decreasing average delivery time. If one’s agenda is to trim the size of big government, one could say that the USPS was part of the problem (an increase in the number of employees) or part of the solution (a decreasing ratio of employees to mail delivered, operating in the black, quicker service). The embarrassment of more postal employees in a period of less government is superficial. What about correctional buildup?

This question loops us back to where we started – the issue of the optimal scope of government depends at least in part on whether one accepts the legitimacy of this or that governmental effort. Only the most rigid anti–big government advocate would object to the employment of more USPS employees when asked to deliver more mail. Likewise, only the most dogmatic anti–big government advocate would object to more correctional workers, if this would cause a large decline in the crime rate. If one really believes that one will see substantial crime reduction with more prisons, then increasing size may not be hard to swallow – even for the anti–big government advocate. However, if the prison buildup is all folly, then the buildup is but another instance of the state overstepping its mandate. There is nothing illogical about wanting to trim the size of government, in the belief that doing so is vital to economic prosperity, while granting exceptions. Perhaps corrections should be an exception.

**Privatization as an Antidote to Big Government?**

Some researchers in the field of policy studies draw a distinction between the provision of government services and bearing the cost. From this perspective, privately provided corrections services, although paid for by state and federal governments, would not be criticized as “big government” because little government bureaucracy would be involved.\textsuperscript{17} Despite years of interest in privatization as a means to save costs, this movement has not led to a substantial private prison sector. There has been a dramatic increase in private provision
of particular services such as health care, education, and food services, much as in other parts of the economy. However, the direct provision of custodial control is largely the province of government. Currently, 6.7% of all inmates are held in privately operated facilities. Furthermore, the growth of private prisons appears to have reached a plateau and may not expand beyond its current small share of the correctional market. The proportion of inmates in private facilities grew modestly between 2000 and 2005, from 6.5% to 6.7% of all inmates.

To take the issue a bit further, some observers have argued that the impact of the privatization on public corrections cannot be measured by size alone because private prisons force public corrections to achieve greater efficiency. Correctional employees and managers, it is argued, respond to the challenge of private prisons, “whether from fear of being privatized themselves, or pride in showing that they can compete, or from being compared by higher authority.” There may be something to this. A recent study examined the possibility that states adopting private facilities will experience a reduction in the costs of their public facilities. The data were collected for the period 1999–2001. At least for this period, states with private prisons (thirty states) experienced lower rates of growth in expenditures per inmate for their public prisoners than states without private prisons (nineteen states, one state with missing data). Privatization then may be a counterforce to big governmental bureaucracy and inefficiency. It remains an open question whether the existence of private prisons will have this effect in the future. The shock toward greater efficiency may be one time only, occurring just in the period studied or thereabouts. Our main point is that privatization does not solve the big government issue, although it may help at the margins.

Failed Government?
Much of the debate of modern politics concerns the scope of government. Conservatives favor smaller government, lower taxes, and less government regulation and intervention into daily lives, in the belief that restraining public entitilements and subsidies is crucial to economic prosperity. Liberals advocate larger government, higher taxes, greater regulation, and a more generous safety net, in the belief
that society must help those who struggle in the open marketplace. Recently, a number of scholars, including Frances Fukuyama and Peter Evans, have argued that our preoccupation with the scope of government has given short shrift to a second dimension of state power, its strength. Scope refers to the range of governmental activities undertaken and the resources applied to them. Strength refers to the ability of a state to execute policies effectively and without massive resistance. Fukuyama states that, based on the evidence, “strength of state institutions is more important in a broad sense than scope of state function.” Large or small is less crucial than how, and how well, state institutions are led and managed.

Critics of the buildup argue that prisons on a mass scale are unworkable. They will become tense, dangerous, and too weak to prevent high rates of individual and collective violence. Prisons, under mass incarceration, will resemble “failed states.” Yet the critics have not given this worrisome forecast the simplest empirical test. We are far enough down the buildup road to test their prediction. We do this in Chapter 4.

THE SORTING MACHINE

Metaphorically speaking, the justice system operates like a giant sorting machine that distributes offenders into four main forms of correctional supervision. Both probation and parole are community-based sanctions, in the sense that offenders reside in the community rather than in a correctional facility. Probation is a court-ordered sanction, which serves as the main alternative to incarceration. Typically, probationers are required to comply with specific rules of conduct. If the offender violates those rules, or if she or he commits a new offense, this may result in tighter restrictions or incarceration. Parole is correctional supervision for offenders after they have served some time behind bars. As with probation, if the parole term does not go well, the offender may be (in this instance) reincarcerated. Jail confines defendants awaiting and during trial, offenders who have been sentenced to a term of 1 year or less, and offenders waiting transfer to state or federal prison after conviction. Prison confines inmates to a correctional facility, normally to serve a sentence of 1 year or more.
How much sorting goes on? Consider the following. In 2004, there were 13.9 million arrests for crimes. Of these, 2.2 million were charged with a serious violent crime (murder, forcible rape, robbery, and aggravated assault) or a serious property crime (burglary, larceny-theft, motor vehicle theft, and arson). For those charged with a felony, 68% were convicted, 25% were not convicted, and the remaining 9% received another disposition (e.g., diversion). Some (unknown) portion of those convicted was innocent—the sorting was harmfully defective. Of those convicted of a felony, 32% were sentenced to prison, 40% were sentenced to jail, 25% were sentenced to probation, and the remaining 3% were sentenced to other sanctions (e.g., fine, community service, restitution, treatment).

Figure 1.2 shows the end product of the sorting, as measured by the number of persons assigned to each of the big four. Several facts about correctional supervision in the United States become apparent. The first is overall growth. At year-end 1980, there were 1.8 million offenders serving sentences under one form or another of correctional supervision. By year-end 2005, there were more than 7 million offenders under correctional supervision. In 1980, 0.8% of the U.S. population was under some form of correctional supervision. In 2005, 2.4% of the U.S. population was under correctional supervision. Second,
community corrections is the punishment of choice. In 2004, 70% of those under correctional supervision were either on probation or on parole. Probation, in particular, dominates. Of the nearly 7 million offenders under correctional supervision, 60% are on probation. Third, the raw numbers themselves tell us little about how good a job the sorting system does. In Chapter 3, we address this issue, asking “who” goes to prison and how this has changed during the prison buildup.

Finally, if one thinks of probation as the dispositional alternative to prison, then the sheer number of probationers suggests that even modest changes in the boundary between the two alternatives could have large consequences. If it becomes even slightly easier to assign offenders to prison rather than probation, one can expect significant changes in the number of individuals behind bars. Furthermore, these changes would certainly increase the percentage of Americans who come under the control of state correctional agencies at some time in their lives. A recent study from the Bureau of Justice Statistics estimates that, based on 2001 incarceration rates, the lifetime chance of going to prison is about 32% for blacks males, 17% for Hispanic males, and 6% for white males. As with most projections, these calculations are extrapolations of current conditions and must be interpreted cautiously.

Nonetheless, one might want to consider that increases in the use of imprisonment are likely to increase Americans’ (already high) lifetime incidence of incarceration. Any additional increases that failed to promote public safety in a cost-effective way would be difficult, if not impossible, to justify.

ORGANIZATION OF THE BOOK

Our charge is to assess the buildup, both its causes and its consequences. Starting with causes, Chapter 2 examines the social forces that brought about the buildup. A lot has been said on this topic, especially by sociologists who attempt to connect the buildup to broad changes in American society. We assess these arguments, as well as the idea that the prison buildup was an instrumental effort to push down the crime rate.
As is brought out in this first chapter, the crime rate soared in the late 1960s, yet the initial response was to decrease the rate of imprisonment. This was followed by a massive, unrelenting increase in the number of citizens behind bars. A central question to ask about this policy change is whether it decreased the crime rate. Chapter 3 approaches this question from two angles. One approach is to examine changes in the composition of “who” goes to prison. If the buildup was achieved by imprisoning increasingly less serious offenders, this would suggest that its crime reduction capacity diminished over time. A second approach takes advantage of the fact that some states imprison at higher rates than others. This allows us to determine whether variation in the rate of imprisonment among states can be linked statistically to variation in the crime rate among states. Does more prison, holding constant other factors, mean less crime? Also, using this sort of regression approach, we can consider the possibility that past a certain threshold, more prison may actually generate more crime.

During the 1970s and 1980s, prison riots and high rates of violence wreaked havoc on U.S. prisons. Many saw this experience as a bad trend that would only become worse under the buildup. The prognosis was an unavoidable organizational collapse. Chapter 4 assesses this worrisome possibility, using several indicators to track the pattern of individual and collective violence during the buildup period. All indicators point in the same, although not in the expected, direction. This chapter relates the observed patterns to broader theories of prison order.

Chapter 5 addresses prisoner reentry into society. Given that almost all prisoners are eventually released (only about 5% of the current population will not be released), the prison buildup could be expected to eventually lead to an explosive growth in the numbers of ex-offenders released to the streets. In fact, about two-thirds of those released are rearrested within 3 years of release, and half are returned to prison either for a new crime or for violating the terms of their release. Recognizing the dimensions of this problem, policy makers have begun to devote a great deal of attention to how to make this transition more successful. Researchers have tried to find out what works and what might work better. This chapter discusses these efforts.

Chapter 6 considers the impact of the prison buildup on the labor market. Motivating this chapter is the concern that mass imprisonment
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has two pernicious effects. It conceals the true rate of unemployment in American society. Mass imprisonment generates unemployment, by damaging the employment prospects of those released from prison. For critics of the buildup, these are two more reasons that it is a misguided policy.

We conclude that many of the worries about the buildup did not come to pass. In fact, prison conditions have improved during the same period that the incarcerated population multiplied. We also conclude that there were gains in terms of crime reduction that resulted from this expansion of incarceration. In addition, we conclude that the negative impacts of incarceration on labor markets are modest.

However, our overall assessment of the buildup is not as sanguine as these observations first suggest. Although earlier expansions of prison capacity may have yielded solid crime reductions, the scale of imprisonment is now so great that the gains from further expansions are rapidly declining. Society is still struggling with how to change policy and practice to accommodate the large numbers of inmates that leave secure confinement each year. Mass incarceration also requires substantial fiscal resources, primarily at the state level. The human costs are not evenly spread across the population because poor and minority demographic groups are vastly overrepresented among the incarcerated. Together, these observations inform the judgment in Chapter 7 that, at this time, both justice and pragmatism challenge the policies that have led to mass incarceration.
CHAPTER TWO

Causes of the Prison Buildup

Few people in the mid-1970s could have predicted the massive growth in prison and jail populations that was about to occur.

However one calculates the numbers, the late twentieth century saw a massive increase in the extent of incarceration in the United States. From 1973 to 2005, the number incarcerated per 100,000 U.S. residents increased five-fold, from 96 to 491. To understand the buildup in its various aspects, we address the social forces that summoned it forth, the impact of the buildup on order behind bars, and the impact of the buildup on the broader society, including the crime rate and the labor market. That is, we should consider the cause of the buildup, its course, and its consequences. This chapter investigates the first of these issues – what brought about the buildup – leaving the other two for subsequent chapters. We begin by examining the scholarly work on this issue. Much of this literature relates the prison buildup to the large-scale social changes that occurred over the past several decades, even, in some formulations, to grand historical themes.

The literature can be divided into two blocks. In the first block, researchers agree that a broad-based social movement supported the buildup, but then disagree over whether the movement is best characterized as the by-product of social discontents associated with rapid social change or as an instance of purposeful people seeking solutions to a problem. In the second block, the buildup is seen as having nothing to do with popular demands or social movements. Instead, the powers-that-be weave a system of controls that, by means of detailed monitoring and subtle coercion, creates a docile and obedient
Citizenry. The buildup is an element of this insidious project. This perspective merits consideration, too, and we take it up following our assessment of social movement explanations for the buildup.

It should be pointed out that the victims’ rights movement emerged in this period, but with a somewhat different agenda than the broader prison buildup movement. The advocates of victims’ rights sought to enhance the services provided to crime victims, especially those suffering domestic violence and sexual assault. Financial restitution programs would compensate victims for the crimes they suffered. In addition, the victims’ movement sought to change criminal procedure to allow victims (or their families in murder cases) to testify in the sentencing phase of trial concerning the impact of the crime. They demanded, and in many jurisdictions were given, a “voice” in the legal proceedings. Concerns over the rights of victims are related to the broader effort to increase punishment, but are not conterminous with them.²

A SOCIAL MOVEMENT FROM BELOW – TWO VIEWS

Some scholars see the prison buildup as growing out of the discontent and social problems of modern society. For example, in *The Culture of Control*, David Garland develops a broad account of the role of imprisonment in modern society. Although the argument is complex and draws on an impressive array of sources, the core point can be straightforwardly stated: the prison buildup was the product of a reactionary social movement driven by the strains of modern society and disruptive social change. Garland argues,

The risky, insecure character of today’s social and economic relations is the social surface that gives rise to our newly emphatic, overreaching concern with control…It is the source of the deep-seated anxieties that find expression in today’s crime control culture, in the commodification of security, and in a built environment designed to manage space and to separate people.³

The linchpin of the effort to “manage space and separate people” is the prison buildup, as achieved in the United States and (to a lesser extent) Great Britain. Garland does not identify the relevant comparison period as to when social relations were less risky and insecure,
although the immediate post–World War II period suggests itself. (As a side note, Garland does not consider whether that earlier period of security was achieved through otherwise undesirable social arrangements, such as racial domination, patriarchy, or stifling conformity.)

Along the same lines as Garland, Thomas Blomberg and Karol Lucken argue that the prison buildup is the culmination of a downward spiral:

When progressivism’s promise of a science and government cure to the crime problem failed to materialize, society was stripped of all hope and expectations. As a result, frustration, rather than reason, determined crime control policy. Tucked away in current formulations [of crime control policy] is evidence of the resignation and confusion that presumably typifies modern society.

William Lyons and Stuart Scheingold state that “the anxieties associated with unwelcome social, economic, and cultural transformations generate anger, and punishment becomes a vehicle for expressing that anger.” Katherine Beckett maintains that the pro-prison movement served as a channel to express the diffuse anxieties associated with the breakdown of gender and racial hierarchies: “Economic pressures, anxiety about social change, and a pervasive sense of insecurity clearly engender a great deal of frustration, and the scapegoating of the underclass has been a relatively successful way of tapping and channeling these sentiments.” This scapegoating took the form of irrational demands for more severe sentencing.

The most fully elaborated argument is by Michael Tonry, who sought to explain the “public hysteria [that] leads to adoption of cruel and intemperate policies.” Tonry observes that the United States has undergone “wrenching social change” since the early 1970s. The shocks to the system include the overthrow of Jim Crow laws, the civil rights and feminist movements, mass entry of women into the workforce, transformation of gender roles, mass migration of foreign citizens into the United States, and the “fundamental restructuring” of the economy. These changes have little to do with crime, but have “raised enormous anxieties.” Playing on these anxieties for short-term electoral gains, politicians stoke public fears about crime and seek
votes by promising more severe punishments for criminal offenders. “In the 1970s and 1980s,” Tonry argues, “crime issues acted both as a code word for racial animosity and as an appeal to voters who were anxious about many changes in their lives.”

Recently, several researchers have sought to moderate this strong emphasis on social problems as the cause of the prison buildup movement, allowing for crime and crime control to play a significant role. The emphasis in this “governance through crime” approach is that governmental elites take advantage of the crime problem – recognized to be real – to shore up their power. Theodore Caplow and Jonathan Simon, for example, argue that although “a great surge of violent crime did take place in the United States between 1967 and 1975,” this cannot fully account for the buildup. Rather, governmental elites used the crime surge to help pull themselves out of difficult circumstances. “In the face of losses in its perceived competence, purposes, and boundaries, the state finds the intensification of crime control attractive. . . . Crime control has come to be a rare source of agreement in a factionalized public.”

Along the same lines, Anthony Bottoms identifies the “disembedding process of modernity” as the underlying force that has given rise to the prison buildup. Disembedding is the conjuncture of several broad developments, including the erosion of class, the decline of intermediate-level social groups, and the subjective experience of living in a highly technological world. Disembedding causes both widespread insecurities among the public and higher crime rates. Bottoms dismisses as implausible the rationale that higher rates of imprisonment reduce the crime rate. Instead, politicians seeking public approval “tap into the electorate’s insecurities by promising tough action.” Crime and tougher punishments are correlated, but only because they arise from a common cause: dissolution of the social web that binds people into a social unity.

In the following, we undertake a direct analysis of what caused the buildup in incarceration in the United States at the end of the twentieth century. To do this, we first connect the previous discussion to broader debates over the causes of social movements. We then describe the pattern of prison growth in the United States, followed by a review
of relevant scholarly literature. We present fresh evidence. Specifically, we use data to test the plausibility of theories that a social movement was responsible for the buildup and to distinguish among hypotheses about its form. We particularly highlight theories emphasizing social disconnection and those emphasizing instrumental concerns regarding crime. Finally, we consider an alternative position, that the prison buildup is a by-product of the system’s need to maintain domination over its population.

SOCIAL MOVEMENT THEORIES AND THE BUILDUP

Scholars from a number of disciplines (sociology, political science, economics, and law) have studied the conditions that give rise to social movements. No single theory has gained dominance, perhaps because social movements are too diverse to permit theoretical unity. The starting point of most theories is that people join social movements because of “bad” conditions. Yet, this insight does not get us very far. Bad conditions can be found almost everywhere, as long as “bad” can be defined broadly enough. However, social movements are not pervasive. Most of the time, people do not invest the time and resources it takes to change some aspect of society through social movement participation. Social movements take something more than routine participation. They require a burst of high energy to get people mobilized (committed to a new cause) and active (doing something). To be pushed over the edge toward social movement participation, people need to believe that something important must change. What conditions produce these bursts of high energy? Although current thinking has developed along a number of lines, the approaches most relevant to our current task are a “crisis mobilization” approach and a “system disturbance” approach.

The crisis mobilization position is that social movements emerge, and are more likely to be successful, in periods of broad social and economic crisis. Outside crisis situations, society’s institutions are able to regulate day-to-day activities with little disruption. Institutional leaders are paid to make competent, informed, and effective decisions. They ensure that the roads are paved, that children are educated, and
that the rule of law prevails against unbridled assertions of self-interest and intense community conflict. Economic prosperity is generated. However, when routine institutional solutions seem ineffective, when leaders’ commitments are the wrong ones or are poorly executed, when uncertainty about the future is high, then people can be expected to demand new solutions. Social movements are important to society because they are a source of new ideas and change in response to troubled situations. They are the seedbeds for new institutions, or major changes within them.

Social movements, in this theory, tend to emerge from “below” and may leap ahead of elites. The image is evoked well by law professor Bruce Ackerman: “The scene is dominated by mass movements mobilizing on behalf of grand ideals, and elites struggling for authority to speak in the name of their mobilized fellow citizens.” The people force a “switch in time.” Political scientist Walter Dean Burnham, working in this tradition, suggests one marker for a switch in time: the forces of change win two or more elections in a row based on the appeal of their reform agenda. Business school professor John Kotter argues that movements for change within organizations require a sense of urgency. Visible crises capture people’s attention, allowing the change process to begin, or leaders may help foster a sense of crisis to achieve the same. The forces for change swing into action only “when about 75% of a company’s management is honestly convinced that business-as-usual is totally unacceptable.”

Theorists working in the system disturbance tradition assert that social movement participants tend to be confused, hapless, and unreasoning victims of large-scale social change. When society undergoes a major change, such as urbanization or the modernization of gender roles, some people lose out, and many others become confused and disoriented. Unable to understand the larger forces that are swirling around them, and without reasonable solutions to their problems, people turn to social movements and other forms of collective behavior. As a consequence, social movements demand changes undisciplined by any sense of proportion or realism; they tend to be coarse, hostile, and aggressive. The “success” of a movement cannot be measured against its formal goals because they are secondary to the underlying...
purpose—to aggressively attack the social order, where aggression itself is the goal, or to scapegoat. Rather, the yardstick is the extent to which participants desist from their irrational behavior and are reintegrated into society.

To summarize, according to the crisis mobilization model, the fundamental process giving rise to social movements is the breakdown of existing arrangements. The future looks unpredictable and undesirable, and people take action. Elites may then need to catch up to the masses. The masses are rational in their action. In contrast, in the system disturbance model, people losing out in social change join social movements to compensate for strain and hardship. Participants are suggestible, intolerant, extreme in action, and display only the coarser emotions, such as revenge.

Social Movement and Institutions

Before we turn to the empirical evidence, two additional points will help specify the issues at hand. First, John McCarthy and Mayer Zald distinguish a “social movement” from a “social movement organization.” The former refers to a “set of opinions and beliefs in a population which represents preferences for changing some element of the social structure.” The latter is a “formal organization which identifies its goals with the preferences of a social movement.” A complete analysis of the buildup movement would give attention to both the buildup social movement and the buildup social movement organizations. We focus on the former alone because it allows us to test directly arguments connecting broad social change and the prison buildup outcome. It is this connection that has generated the greatest scholarly attention. Second, scholars’ views of the social movement bringing about the buildup are strongly correlated with their views of the purposes of incarceration. Those who view the social movement supporting the buildup as having arisen from disturbed social relations tend to minimize the importance of prison’s formal goals. Those goals are mainly excuses for acting aggressively, undisciplined by any consideration as to what is fair, valuable, or effective. Scholars who see the social movement as an effort to effect problem-solving institutional change view prison as an important instrument of social control. That is, the public demanded more prisons, and was willing to pay for them, to
achieve gains in public safety and retribution. The old solutions were not working, and they wanted to try something new.

Our starting point is the prison buildup itself and its relationship to the crime rate.

EMPIRICS OF PRISON BUILDUP

Figure 2.1 graphs the number of prisoners in U.S. state and federal prisons per 100,000 residents from 1930 to 2005. Figure 2.2 graphs the prison population using two other denominators, the number of violent crimes and property crimes. The first data point in Figure 2.2 is 1960 because crime data collected before 1960 are poorly suited for looking at trends over time. The rationale behind the second figure is that a judgment about whether a society uses prisons abundantly or sparingly depends on the crime level. That is, whether a given level of imprisonment is excessive depends not only on how many people are ultimately “available” for imprisonment (one cannot directly compare the size of the prison populations of Luxembourg and China) but also on how much crime has occurred.

Four time periods suggest themselves: 1930 to 1960, 1961 to 1972, 1973 to 1988, and 1989 to 2005. These are discussed in the following sections.
Figure 2.2. Prisoners per 1,000 violent and 1,000 property crimes. Source: Sourcebook of Criminal Justice Statistics, www.albany.edu/sourcebook/pdf/t31062005.pdf and www.albany.edu/sourcebook/pdf/t6282005.pdf.

Period 1, 1930 to 1960: Trendless Trend

From 1930 to 1960, the number of inmates hovered around 115 inmates per 100,000 population (Figure 2.1). There were discernible short-run trends. For example, there was a minor peak in 1939 (137 inmates/100,000 residents) and a valley in 1945 (98 inmates/100,000 residents). Still, there was no sustained drift away from the mean of 115. In 1931, there were 110 inmates per 100,000 population; in 1960, there were 117.

Period 2, 1961 to 1972: Modest to Large Decline

Starting about 1961, the United States began to turn away from imprisonment. The magnitude of this turn depends on the denominator used. Figure 2.1 shows the trend to be relatively modest. In 1961, there were 119 inmates per 100,000 population; by 1972, there were 93. The decline is much steeper if the ratio is calculated using crime as the denominator (Figure 2.2). In 1961, there were 66 inmates per 1,000 property crimes, and 733 inmates per 1,000 violent crimes. By 1972, the ratios had declined to 26 inmates per 1,000 property crimes and 227 inmates per 1,000 violent crimes.

To summarize, if population is used as a denominator, the rate of imprisonment declined by 22% between 1961 and 1972. If property
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Period 3, 1973 to 1988: Buildup Begins
Sometime during the mid-1970s, American society began a major, long-term buildup in its prison population. The start date depends on the denominator used. As measured by inmates per 100,000 population, the first buildup years were 1973 and 1974. In 1972, there were 93 inmates per 100,000 residents, and by 1974, 102 inmates. However, what started out slowly quickly picked up steam. By 1988, there were 247 inmates per 100,000 residents.

When property and violent crimes are used to denominate prisoners, the buildup began a bit later. The ratio of inmates to both property and violent crimes continued to decline in 1973 and 1974. The first substantial increase in both ratios did not occur until 1976 – but then increases came with a rush. Between 1976 and 1988, the number of prisoners per 1,000 property crimes nearly doubled from 25 to 49. For the same years, the number of prisoners per 1,000 violent crimes rose from 252 to 383, a 52% increase.

Period 4, 1989 to 2005: Accelerated Growth
The buildup that took hold in the 1980s accelerated in the 1990s, and continued to grow more modestly through 2005. In 1989, there were 276 inmates per 100,000 population; by 2005, this ratio stood at 491 inmates. In 1989, there were 54 and 415 inmates per 1,000 property and violent crimes, respectively. By 2005, these ratios had jumped to 142 (property) and 1,040 (violent). In the last few years, the growth has moderated substantially. It may be that in a few years, we will consider the period after 2000 as a new regime.

EMPIRICAL RESEARCH FINDINGS
Before turning to our own evidence on the prison buildup, we review efforts to validate the competing arguments on the causes of the buildup movement. Rigorous studies are few in number.
Family Values and Concern with Crime
In a study that would gain considerable attention in criminal justice circles, Tom Tyler and Robert Boeckmann interviewed a sample of 166 adults living in a community in northern California to explore the sources of support for harsh punishments. Their core question was the relative importance of two sorts of factors. One set, labeled “instrumental” and “crime control” in nature, taps whether the respondents believed the world is “dangerous.” Dangerousness is seen as composed of fear of crime (e.g., “I worry about being robbed or assaulted in my neighborhood at night”) and perceptions of the effectiveness of courts (e.g., “The courts have been effective in dealing with the crime problem,” “Most judges are honest”). The second set of variables, labeled “relational” and “noninstrumental,” taps the “moral cohesion” experienced by the respondents. Moral cohesion has several dimensions, and the one that ultimately proves to have the strongest impact on punitiveness is “judgments about the family.”

Tyler and Boeckmann calculated the independent effects of these two sets of variables (instrumental/crime control vs. relational/noninstrumental) on support for get-tough crime measures. These measures included support for California’s three strikes initiative, support for general punitive policies, willingness to abandon procedural protections for criminal defendants, support for the death penalty, and agreement with statements such as “It is alright for a citizen to shoot someone who has just raped them to keep the criminal from running away,” and “It is better to let ten people go free than to convict one innocent person by mistake.”

Tyler and Boeckmann found that the instrumental/crime control variables had little or no impact on the several get-tough measures. In contrast, the relational/noninstrumental variables did far better. The authors conclude, “the primary factor driving reactions to criminals are judgments about the family.” Because the instrumental/crime control variables were not important in understanding policy preferences, but noninstrumental variables were, these findings would seem to undercut the crisis mobilization position and lend strong support to the system disturbance position. This inference is drawn by Stuart Scheingold, who argues that the Tyler and Boeckmann findings show
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that “the principal forces driving crime control policy are not the fear of crime but rather the malaise and marginalization associated with a crisis of political authority in postliberal states.” We are less persuaded.

The questions that supposedly measure family cohesion seemed to be infused with strong concerns with crime. Respondents were asked to agree or disagree with these items:

1. “The risk of being robbed or assaulted by teenage gangs has increased in recent years.”
2. “Teenagers in gangs will assault a person like you without feeling any guilt or remorse.”
3. “Because families are failing to control teenagers, laws must be made stronger.”
4. “The breakdown of family has led many children to grow up without knowing what is right or wrong.”
5. “Society has become more violent and dangerous as traditional moral values have decayed.”

These items not only measure concerns with crime, but also appear to do so more effectively than the questions in Tyler and Boeckmann’s formal crime control scale. The first two items, in particular, would seem to capture the emotional elements of concern over crime, for example, being preyed on by teenage gangs. In contrast, some of the items that Tyler and Boeckmann used in their crime control scale seem mechanical and far less likely to evoke the emotional component of fear of crime. They include “The crime problem in my community is serious” and “The problem of becoming a crime victim in California is serious these days.”

Examination of the third, fourth, and fifth items in the previous list raises another confounding issue. They seem to be asking the respondents whether they agree with an argument advanced by criminologists James Q. Wilson and John DiIulio that, if society is to maintain its equilibrium, a decline in moral constraints must be made up by more law and vice versa. This “equilibrium” position could not be stated more clearly than the third item, and it is implied by the fourth and fifth. Thus, rather than tapping diffuse anxieties behind family decline, these three items seem to be getting at a logical argument
behind the need for greater imprisonment, if one believes there has been a decline in morality. Some scholars believe that such a decline occurred.

**Hate Crimes and Economic Dislocation**

A number of studies have examined the causes of hate crimes against religious, ethnic, racial, and other minority groups, often testing explanations directly analogous to the system disturbance explanation of imprisonment. The basic argument is that economic dislocation, unemployment, deprivation, and the breakdown of norms and values generates hate crimes because minority groups serve as expedient scapegoats in times of social and economic distress. One only has to substitute “punitive attitudes” for “hate crimes” to see that these two arguments are hypothesizing a similar underlying process.

The classic study along this line, by Carl Hovland and Robert Sears (1940), found that the price of cotton and national economic conditions could be used to predict lynchings for the period 1883 to 1930. When conditions worsened, lynchings would rise. Recently, however, researchers have reexamined these data and concluded that the association is not robust. Donald Green and colleagues found that the association was sensitive to minor adjustments in modeling techniques and data decisions. For example, when additional years of data are added, extending the time series into the Great Depression, the correlation largely disappears.

Research in a contemporary context has also turned up mainly negative evidence. In one study, Alan Krueger and Jorn-Steffen Pischke could discern no relationship between economic variables, such as unemployment rates and wages, and incidents of ethnic violence across German counties in the period January 1991 to June 1993. Along the same lines, Donald Green and colleagues analyzed monthly variation in the incidence of hate crimes against Asians, Latinos, blacks, whites, gays/lesbians, or Jews over a 9-year period in New York City. They found no association between the incidence of these crimes and unemployment.

This line of research does not necessarily demonstrate that economic distress and frustration have no causal impact on the incidence of hate crimes. Still, if the effect exists, it is likely to be weak and indirect.
“Most Important Problem” and Prison Buildup

Katherine Beckett conducted a direct analysis of social attitudes and the prison buildup. She challenged the view that public concern over rising crime rates resulted in popular demand for harsher punishments, which, in turn, drove up the rate of incarceration. If crime cannot predict concern with crime, Beckett argues, then demands for more prisons must be driven by something other than concern with crime per se. This would then rule out simple instrumentalism as an explanation for the prison buildup.

Beckett focused on the years 1964 to 1974, she states, because the war on crime was begun in this period. She measured the crime rate by dividing the number of Uniform Crime Report (UCR) violent crimes by 100,000 population. Concern with crime is measured using the “most important problem” (MIP) item from the Gallup poll. Beginning in 1946, Gallup pollsters have asked samples of Americans this question, unchanged for the duration of the series: “What do you think is the most important problem facing this country today?” Graphing these data for the 1964–1974 period, Beckett observes that “the reported rates of crime . . . shifted slowly and gradually, public concern about these problems fluctuated quickly and dramatically.” In other words, Beckett finds the suspected disconnection between the reality of crime and public concern with crime.

Taking the analysis one step further, Beckett regressed the MIP item on crime, providing a formal test of whether the violent crime rate predicts the percentage of Americans identifying crime as the most important problem. To give the hypothesis the best chance to be found valid, Beckett experimented with various lags between the crime rate and MIP (none, 3–5 months, 6–10 months, and 9–15 months). Whatever the lag, the results are the same: “the reported incidence of crime is not associated with the propensity of members of the public to identify crime as the most important problem.”

In her discussion, Beckett refers to the MIP issue as “crime.” MIP, however, was coded to include not only crime but also “the breakdown of law and order” and “general unrest.” This slippage in language is consequential because the period under consideration experienced high rates of collective disorders, including urban riots, civil rights demonstrations, and protests on campus. Beckett correlated
changes in crime with concerns about crime and aspects of collective disorders.

Moreover, the salience of a problem to the public need not mirror its prevalence, or only its prevalence, for the public to be rational. There are other considerations that may, and indeed should, enter into a rational calculation over what is the “most important problem.” They include whether the problem is new on the scene, the subjective dread of the problem, whether the problem is caused by human agency or acts of god, and whether there are perceived solutions to the problem. Problems can take on salience as we see solutions available or not available.

Beckett’s findings have been widely cited as strong evidence against instrumentalism in the prison buildup. But the poor choice of coding conflates crime with other concerns. Moreover, the MIP data are, by design, responsive to issues of the day, leading to short term fluctuations in the data. Thus, they may not be the ideal source for testing the hypothesis of instrumentalism.

Gaubatz’s “Botheration-Toleration” Gap

In her 1995 study, Kathlyn Gaubatz sought to explain the historic increase in the public’s punitiveness toward criminal offenders and the factors that distinguish those who support those policies (“believers”) from those who do not (“dissenters”). Gaubatz explains that the term “believers” is intended to connote individuals who buy into the “myth of crime and punishment”; that is, they are unable to challenge the “traditional assumption” that the increased use of punishment and the renewed use of the death penalty will lower the crime rate. The term “dissenters” connotes people who “refuse to endorse” this ethos, and instead, look to “new methods and experimental programs” to deal with the crime problem. Gaubatz interviewed, in depth, thirteen believers and nine dissenters, all residents of Oakland, California. She argues that a single factor, the “botheration-toleration gap,” explains both the time trend and the differences between believers and dissenters. In the past, Americans could straightforwardly condemn abortion, homosexuality, equal opportunity for women and minorities, free speech for political dissenters, and cohabitation by unmarried people. The flexible-type dissenters changed with the times. The rigid-type
CAUSES OF THE PRISON BUILDUP

believers continued to be bothered by their traditional concerns, but they came to recognize that protest over these issues would be futile. This gap (between what believers believe and what they are forced to tolerate) creates frustration and hostility. Believers vent these feelings against the only safe target available, criminal offenders.

To support her case, Gaubatz needed to show that the reservoir of hostile feelings has increased over time and that believers can be distinguished from dissenters by their higher levels of “botheration-toleration gap.” Gaubatz could not address the first issue empirically because her interview data were collected at one point in time. Nonetheless, she states that the botheration-toleration gap “is a phenomenon that we may presume has only multiplied in recent decades, as American society has come to tolerate so many previously proscribed behaviors.”42 Perhaps, but evidence would surely strengthen the case.

Gaubatz claims that her interview material supports the position that believers are more “bothered” than dissenters. She shows in her sample that “all of the believers find certain things that are disturbing to them. And nearly all of the dissenters do not.”43 The problem is making the causal connection between “botheredness” and support for the prison buildup.

What is supposed to be the case, if Gaubatz’s theory is correct, is that believers support more stringent punishment of criminals because they have a reservoir of hostile feelings as a result of having to put up with groups and change that bother them. They express their hostility toward criminal offenders, a safe and convenient target. It has nothing to do with solving the crime problem because the enlightened reader “knows” that more stringent punishments do not reduce crime. However, the quoted material, and especially Gaubatz’s immediate interpretation of that evidence, seems to contradict that position. Even Gaubatz’s extreme believer44 expresses a desire for greater security—not merely an outlet and a balm for hostile feelings.

In the end, Gaubatz is pessimistic because the dissenters currently “make up only a tiny fraction of the American public.”45 When we turn to our own analyses in the next section, we look at opinion data for increases in hostility over time of the sort hypothesized by Gaubatz.

To summarize, the empirical work generally cited in support of the prison buildup movement suffered from lack of precision in its
Figure 2.3. Trends in attitudes toward the death penalty and courts.


implementation. This provides motivation for an additional set of analyses, which we report in this chapter.

PUBLIC OPINION ON PUNISHMENT POLICY

The crisis mobilization position cannot be sustained unless there was a broad shift, from the mid-1960s through the 1980s, in public opinion toward more conservative positions on crime and punishment. The available survey data (other than the MIP) indicate a broad, slow change favoring stronger punishment. Figure 2.3 shows that support for the death penalty was fairly high in 1953 (68%), and then began to decrease, reaching a low point in 1966 (42%). After that, there was a slow rise in the proportion favoring the death penalty. By 1988, Americans overwhelmingly (79%) supported the death penalty. From 1995 through 2006, there has been a modest decrease in support for the death penalty. Similarly fluid trends appear in attitudes toward
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the courts. Figure 2.3 also shows that in 1965, about one-half of the respondents stated that the courts were “not harsh enough” in dealing with criminals. By 1969, there was a 25-percentage point gain in the proportion giving the “not harsh enough” response. By 1983, a large majority of Americans (86%) believed that the courts were not harsh enough on criminals. Following this peak, there was a modest decline in the percentage believing that courts are not harsh enough. In 2006, 65% stated the courts were not harsh enough.

Other data are consistent with these trends. In 1973, the General Social Survey (GSS) began to ask samples of U.S. respondents if they believed “we” were spending too much, too little, or about the right amount of money for crime control and four other problems. As reported in Table 2.1, from 1973 through 1996, about two-thirds said that they wanted more spent to halt the rising crime rate. The percentages favoring more spending on “dealing with drugs” and “improving the educational system” were about the same as on crime. In contrast, one-third or fewer favored spending more on “improving the conditions of blacks” and welfare. Respondents, then, were distinguishing among the areas they wanted their tax monies spent, and crime ranked at or near the top over a sustained period of time.

In their recent work on the three strikes law in California, Zimring and colleagues make a relevant point. They argue that public anxiety may be sufficient to cause support for a symbolic, inexpensive, punitive response to crime. However, for the public to express support for expensive programs over a sustained period requires the belief that the funds expended will have an observable impact. If we accept this point, then data reported in Table 2.1 suggest that the American public was motivated by concerns specific to crime, not flashes of uncertainty or disorientation.

Support for Civil Liberties
In line with system disturbance theory, Gaubatz leads us to believe that there should be declining tolerance over time as a growing number of believers need to vent their hostility. If this argument is correct, we should see a corresponding decline in the support for the civil liberties of criminal defendants. (Crisis mobilization could imply either no trend or a similar decline in support as a means to crime control ends.)
TABLE 2.1. Respondents Indicating Too Little Is Spent on Selected Problems in the United States

Question: "We are faced with many problems in this country, none of which can be solved easily or inexpensively. I’m going to name some of the problems, and for each one I’d like you to tell me whether you think we’re spending too much money on it, too little money, or about the right amount."

<table>
<thead>
<tr>
<th>Year</th>
<th>Halting the rising crime rate</th>
<th>Dealing with drug addiction</th>
<th>Improving the nation’s education system</th>
<th>Improving the conditions of blacks</th>
<th>Welfare</th>
</tr>
</thead>
<tbody>
<tr>
<td>1973</td>
<td>68</td>
<td>70</td>
<td>51</td>
<td>35</td>
<td>21</td>
</tr>
<tr>
<td>1974</td>
<td>71</td>
<td>64</td>
<td>54</td>
<td>33</td>
<td>24</td>
</tr>
<tr>
<td>1975</td>
<td>69</td>
<td>59</td>
<td>52</td>
<td>29</td>
<td>25</td>
</tr>
<tr>
<td>1976</td>
<td>70</td>
<td>64</td>
<td>53</td>
<td>30</td>
<td>14</td>
</tr>
<tr>
<td>1977</td>
<td>71</td>
<td>59</td>
<td>50</td>
<td>27</td>
<td>13</td>
</tr>
<tr>
<td>1978</td>
<td>68</td>
<td>58</td>
<td>53</td>
<td>26</td>
<td>14</td>
</tr>
<tr>
<td>1980</td>
<td>72</td>
<td>65</td>
<td>56</td>
<td>27</td>
<td>14</td>
</tr>
<tr>
<td>1982</td>
<td>76</td>
<td>63</td>
<td>61</td>
<td>42</td>
<td>28</td>
</tr>
<tr>
<td>1983</td>
<td>69</td>
<td>62</td>
<td>62</td>
<td>32</td>
<td>22</td>
</tr>
<tr>
<td>1984</td>
<td>71</td>
<td>66</td>
<td>64</td>
<td>38</td>
<td>24</td>
</tr>
<tr>
<td>1985</td>
<td>65</td>
<td>65</td>
<td>65</td>
<td>32</td>
<td>19</td>
</tr>
<tr>
<td>1986</td>
<td>66</td>
<td>60</td>
<td>61</td>
<td>37</td>
<td>23</td>
</tr>
<tr>
<td>1987</td>
<td>73</td>
<td>70</td>
<td>66</td>
<td>48</td>
<td>28</td>
</tr>
<tr>
<td>1988</td>
<td>72</td>
<td>71</td>
<td>66</td>
<td>38</td>
<td>25</td>
</tr>
<tr>
<td>1989</td>
<td>75</td>
<td>73</td>
<td>69</td>
<td>37</td>
<td>24</td>
</tr>
<tr>
<td>1990</td>
<td>71</td>
<td>65</td>
<td>74</td>
<td>41</td>
<td>24</td>
</tr>
<tr>
<td>1991</td>
<td>68</td>
<td>60</td>
<td>71</td>
<td>39</td>
<td>24</td>
</tr>
<tr>
<td>1993</td>
<td>74</td>
<td>63</td>
<td>70</td>
<td>39</td>
<td>17</td>
</tr>
<tr>
<td>1994</td>
<td>78</td>
<td>63</td>
<td>72</td>
<td>34</td>
<td>13</td>
</tr>
<tr>
<td>1996</td>
<td>69</td>
<td>60</td>
<td>71</td>
<td>35</td>
<td>15</td>
</tr>
<tr>
<td>1998</td>
<td>64</td>
<td>61</td>
<td>71</td>
<td>37</td>
<td>16</td>
</tr>
<tr>
<td>2000</td>
<td>61</td>
<td>62</td>
<td>71</td>
<td>38</td>
<td>21</td>
</tr>
<tr>
<td>2002</td>
<td>57</td>
<td>55</td>
<td>74</td>
<td>33</td>
<td>21</td>
</tr>
<tr>
<td>2004</td>
<td>58</td>
<td>55</td>
<td>74</td>
<td>35</td>
<td>24</td>
</tr>
<tr>
<td>2006</td>
<td>61</td>
<td>62</td>
<td>74</td>
<td>37</td>
<td>25</td>
</tr>
</tbody>
</table>

Note: “Don’t know” excluded from calculating percentages.

Several survey questions about respect for the civil liberties of criminal offenders are available for analysis. Unfortunately, they do not reach back in time as far as we would like, and the questions themselves are somewhat problematic. One set of questions asks respondents if
they would approve of a police officer “striking” a citizen “in any situation you can imagine” and then in several specified conditions. Although this question appears to be designed to measure support for the civil rights of citizens against police abuse, it is far from ideal. Police, of course, are authorized by law to use force against citizens. Thus, one could be a committed civil libertarian, yet still imagine circumstances requiring a police officer to “strike” a citizen (e.g., to save a child from a murderous assault). Still, the term “striking” seems to connote something other than the lawful use of force, and civil libertarian concerns are likely to come into play in the answers to the questions. Thus, increasing levels of approval of a police officer striking a citizen may serve as an imperfect proxy for a decreasing commitment to civil liberties.

Although the trends are not even across the five questions, several of them show an increasing concern for civil liberties over the time period covered. For example, in 1973, 27% of the respondents approved of a police officer striking a citizen who had been vulgar; this decreased to 12% by 1988 (Table 2.2). Another question asks respondents if they were mainly concerned with the rights of the accused or mainly concerned with stopping crime. The percentage mainly concerned with stopping crime decreased from 1970 to 1974, but then reversed itself toward a more conservative position in 1976 and 1978. The overall change for the period was in the conservative direction, but only by about 4 percentage points (Table 2.3).

In summary, if the system disturbance argument were correct, we should anticipate Americans would have, along with their shift to the right on crime and punishment, also become less tolerant of the civil rights of accused criminals. We have seen almost no evidence that this occurred.

**Victims of Change?**

The crux of system disturbance theory as applied to prisons is that supporters of the prison buildup were the victims of historical change who vented their anxieties and frustrations on a vulnerable group – criminal defendants. The evidence considered thus far has been at the aggregate level, and it has not been very favorable to the theory. There are also individual-level implications. If the argument holds,
### Table 2.2. Respondents Indicating Whether They Approve of a Policeman Striking a Citizen

Question 1: “Are there any situations in which you would approve of a policeman striking an adult male citizen?”

Questions 2–5: “Would you approve of a policeman striking a citizen who . . . ”

<table>
<thead>
<tr>
<th>Year</th>
<th>Q.1</th>
<th>Q.2</th>
<th>Q.3</th>
<th>Q.4</th>
<th>Q.5</th>
</tr>
</thead>
<tbody>
<tr>
<td>1973</td>
<td>73</td>
<td>97</td>
<td>88</td>
<td>27</td>
<td>8</td>
</tr>
<tr>
<td>1975</td>
<td>76</td>
<td>98</td>
<td>89</td>
<td>20</td>
<td>7</td>
</tr>
<tr>
<td>1976</td>
<td>79</td>
<td>95</td>
<td>81</td>
<td>20</td>
<td>8</td>
</tr>
<tr>
<td>1978</td>
<td>79</td>
<td>94</td>
<td>77</td>
<td>18</td>
<td>8</td>
</tr>
<tr>
<td>1980</td>
<td>76</td>
<td>96</td>
<td>79</td>
<td>13</td>
<td>8</td>
</tr>
<tr>
<td>1983</td>
<td>81</td>
<td>93</td>
<td>79</td>
<td>15</td>
<td>9</td>
</tr>
<tr>
<td>1984</td>
<td>71</td>
<td>94</td>
<td>76</td>
<td>12</td>
<td>9</td>
</tr>
<tr>
<td>1986</td>
<td>74</td>
<td>95</td>
<td>75</td>
<td>14</td>
<td>9</td>
</tr>
<tr>
<td>1987</td>
<td>73</td>
<td>93</td>
<td>78</td>
<td>10</td>
<td>10</td>
</tr>
<tr>
<td>1988</td>
<td>75</td>
<td>93</td>
<td>79</td>
<td>12</td>
<td>9</td>
</tr>
<tr>
<td>1989</td>
<td>75</td>
<td>94</td>
<td>79</td>
<td>11</td>
<td>9</td>
</tr>
<tr>
<td>1990</td>
<td>73</td>
<td>94</td>
<td>77</td>
<td>12</td>
<td>11</td>
</tr>
<tr>
<td>1991</td>
<td>69</td>
<td>92</td>
<td>74</td>
<td>9</td>
<td>6</td>
</tr>
<tr>
<td>1993</td>
<td>71</td>
<td>94</td>
<td>76</td>
<td>7</td>
<td>7</td>
</tr>
<tr>
<td>1994</td>
<td>73</td>
<td>94</td>
<td>78</td>
<td>9</td>
<td>7</td>
</tr>
<tr>
<td>1996</td>
<td>71</td>
<td>93</td>
<td>73</td>
<td>7</td>
<td>5</td>
</tr>
<tr>
<td>1998</td>
<td>69</td>
<td>93</td>
<td>71</td>
<td>7</td>
<td>6</td>
</tr>
<tr>
<td>2000</td>
<td>67</td>
<td>91</td>
<td>70</td>
<td>6</td>
<td>6</td>
</tr>
<tr>
<td>2002</td>
<td>71</td>
<td>91</td>
<td>74</td>
<td>6</td>
<td>9</td>
</tr>
<tr>
<td>2004</td>
<td>71</td>
<td>89</td>
<td>74</td>
<td>8</td>
<td>10</td>
</tr>
<tr>
<td>2006</td>
<td>66</td>
<td>89</td>
<td>77</td>
<td>6</td>
<td>13</td>
</tr>
</tbody>
</table>

Note: “Don’t know” excluded from calculating percentages.


we should anticipate that supporters of more punitive policies would disproportionately come from the ranks of the unemployed, or those who worry about unemployment in the future. They should be especially likely to be concerned about losing out at workplace advancement, especially to those groups who might otherwise be perceived as
TABLE 2.3. Attitudes toward the Legal Rights of the Accused

<table>
<thead>
<tr>
<th>Year</th>
<th>Stop crime (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1970 (CPS)</td>
<td>49</td>
</tr>
<tr>
<td>1972 (CPS)</td>
<td>46</td>
</tr>
<tr>
<td>1974 (CPS)</td>
<td>42</td>
</tr>
<tr>
<td>1976 (CPS)</td>
<td>48</td>
</tr>
<tr>
<td>1978 (CPS)</td>
<td>54</td>
</tr>
<tr>
<td>1978 (WP)</td>
<td>48</td>
</tr>
</tbody>
</table>

CPS, Center for Political Studies; WP, Washington Post.

Note: Question (CPS): Some people are primarily concerned with doing everything possible to protect the legal rights of those accused of committing crimes. Others feel that it is more important to stop criminal activity even at the risk of reducing the rights of the accused. Where would you place yourself on this scale, or haven’t you thought much about this?

Question (WP): Some people are primarily concerned with doing everything possible to protect the legal rights of those accused of committing crimes. Others feel it is more important to stop criminal activity even at the risk of reducing the rights of the accused, and others have opinions somewhere in between. Which of these views is closest to your own?

Note: “Don’t know” excluded when calculating percentages.

Sources: SDA Archive, http://sda.berkeley.edu/archive.htm, underlying data from CPS; LexisNexis, underlying data from WP.

gaining, such as minorities and women. They should find themselves dissatisfied with their financial situation and the locale in which they live. These are large claims about trends among many millions of people – the American public or large segments of it. National survey data are needed to test them; fortunately, they are available.

Beginning in 1972, the University of Chicago’s GSS asked representative samples of the American public about aspects of their lives and views on a range of issues. Using these data, Tables 2.4 to 2.6 report results of regression analyses designed to test whether disturbances in people’s lives have led them to be more punitive toward criminal offenders. Four GSS questions are used as indicators of support for more severe punishment. They are whether the respondents (1) support the death penalty, (2) think the courts in their area deal harshly enough with criminals, (3) believe more should be spent to halt the rising crime rate, and (4) believe more should be spent on law enforcement. To isolate the effects of disturbed circumstances from other circumstances that might be expected to affect punitiveness
toward criminals, we include several control variables. They are race (coded white or nonwhite), education (coded less than high school, high school degree, some college, or more), gender, age, and the year that the interview was conducted.\footnote{18}

Table 2.4 presents the results of regressing the four dependent variables (dimensions of criminal punitiveness) on two aspects of unemployment, in the presence of control variables. The unemployment experiences are whether the respondents are likely to lose their jobs or be laid off in the next 12 months, and whether they have been unemployed and looking for work any time in the last 10 years. All variables are coded so that a positive coefficient indicates support
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for the system disturbance theory. Looking at the eight coefficients associated with the two unemployment variables, only three are statistically significant, and each is in the wrong direction to support the theory. Respondents who anticipate that they may lose their jobs in the next 12 months are less likely than other respondents to support capital punishment. Respondents who had been unemployed in the previous 10 years were less likely than other respondents to support more severe penalties for criminal defendants and additional spending on law enforcement. The theory could hardly have done worse.

Note that the control variables yield some interesting results. Women are not only more likely to oppose capital punishment, but they are also more likely to favor tougher courts and to favor more spending to halt the rising crime rate and to support law enforcement. Non-whites are less likely than whites to believe that the courts are too lenient on offenders, less likely to favor capital punishment, and more likely than whites to favor greater spending to halt crime. Age has no effect on the four dependent variables. Education has a non-linear relationship with the dependent variables. Both a college degree and having less education than a high school diploma are associated with favoring lenient policies toward criminal offenders; high school graduates (the reference category) are more disposed toward punitive policies.

Table 2.5 reports the results of regressing the same four dependent variables on four measures of satisfaction with current situation plus control variables. The satisfaction questions are whether the respondents are generally “not too happy,” not satisfied with the city or place in which they live, not satisfied with their financial situation, and facing an increasingly worse financial situation. The results also give little comfort to supporters of the system disturbance theory. Of the sixteen coefficients on the “satisfaction” variables, five are significant – three negative and two positive. The number of cases in the first three columns (12,500–15,500) is large enough that a finding of “no effect” should be taken seriously. Thus, the results can be reasonably interpreted as finding a genuine null effect, which is consistent with the instrumental or “democracy-from-below” perspective.
Table 2.5. Logistic Regressions of Policy Preferences on Satisfaction Variables

<table>
<thead>
<tr>
<th></th>
<th>Favor death penalty</th>
<th>Courts too lenient</th>
<th>Spend too little to halt crime</th>
<th>Spend too little on law enforcement</th>
</tr>
</thead>
<tbody>
<tr>
<td>Intercept</td>
<td>1.325***</td>
<td>1.526***</td>
<td>0.951***</td>
<td>0.547*</td>
</tr>
<tr>
<td>Generally unhappy</td>
<td>0.081**</td>
<td>0.082*</td>
<td>0.032</td>
<td>-0.040</td>
</tr>
<tr>
<td>Not satisfied</td>
<td>-0.003</td>
<td>-0.012</td>
<td>-0.019</td>
<td>-0.002</td>
</tr>
<tr>
<td>with place live in prison</td>
<td>(0.013)</td>
<td>(0.017)</td>
<td>(0.014)</td>
<td>(0.027)</td>
</tr>
<tr>
<td>Not satisfied</td>
<td>0.010</td>
<td>-0.012</td>
<td>-0.110***</td>
<td>-0.089</td>
</tr>
<tr>
<td>with bad financial situation</td>
<td>(0.029)</td>
<td>(0.037)</td>
<td>(0.013)</td>
<td>(0.059)</td>
</tr>
<tr>
<td>Financial situation has</td>
<td>-0.043</td>
<td>-0.085*</td>
<td>-0.081**</td>
<td>-0.101</td>
</tr>
<tr>
<td>gotten worse</td>
<td>(0.027)</td>
<td>(0.035)</td>
<td>(0.029)</td>
<td>(0.057)</td>
</tr>
<tr>
<td>Age</td>
<td>0.006***</td>
<td>0.013***</td>
<td>0.006***</td>
<td>0.003</td>
</tr>
<tr>
<td></td>
<td>(0.001)</td>
<td>(0.002)</td>
<td>(0.001)</td>
<td>(0.002)</td>
</tr>
<tr>
<td>Education: less than high</td>
<td>-0.204***</td>
<td>-0.275***</td>
<td>-0.105*</td>
<td>-0.111</td>
</tr>
<tr>
<td>school</td>
<td>(0.047)</td>
<td>(0.060)</td>
<td>(0.050)</td>
<td>(0.103)</td>
</tr>
<tr>
<td>Education: some college or</td>
<td>-0.476***</td>
<td>0.385***</td>
<td>-0.238***</td>
<td>-0.178</td>
</tr>
<tr>
<td>more</td>
<td>(0.048)</td>
<td>(0.061)</td>
<td>(0.052)</td>
<td>(0.092)</td>
</tr>
<tr>
<td>Female</td>
<td>-0.529***</td>
<td>0.157**</td>
<td>0.222**</td>
<td>0.234**</td>
</tr>
<tr>
<td></td>
<td>(0.038)</td>
<td>(0.048)</td>
<td>(0.040)</td>
<td>(0.077)</td>
</tr>
<tr>
<td>African</td>
<td>-0.934***</td>
<td>-0.386</td>
<td>0.200**</td>
<td>0.059</td>
</tr>
<tr>
<td>American</td>
<td>(0.044)</td>
<td>(0.056)</td>
<td>(0.052)</td>
<td>(0.077)</td>
</tr>
<tr>
<td>N</td>
<td>15,539</td>
<td>15,410</td>
<td>12,460</td>
<td>2,892</td>
</tr>
</tbody>
</table>

***p < 0.001; **p < 0.01; *p < 0.05.  
Note: High school diploma is reference group; survey years entered as dummy variables (results suppressed).  

Table 2.6 reports analyses of a set of questions about respondents’ advancements and threats on the job. The questions asked respondents if they are unlikely to be promoted in the next 5 years, if they have lost ground in their job, if their gender makes their own promotion opportunities better or worse, and if their race or ethnic background makes their promotion opportunities better or worse. These questions, in particular, would seem to capture the core idea of
system disturbance theory, focusing on whether the respondents were losing or gaining in the workplace, relative to their own past and to other groups.

Unfortunately, these questions were asked only during 1 year, resulting in small sample sizes. To make matters worse, during this particular year, the survey was split into three different forms. The GSS’s standard questions appeared on all three forms, but the remaining questions did not. Of the sixteen coefficients in the second through fifth rows, two are statistically significant and have opposite signs. However, this disconfirming evidence should be interpreted cautiously
because of the small number of respondents answering relevant questions.

As a final check, we reran the analyses reported in Table 2.6 using subsamples of males only and whites only because system disturbance theory suggests that these groups perceive themselves as victims of social change. Thus, the association between the system disturbance variables and four dependent variables should be strengthened for these groups. The pattern of correlation changes only slightly. One coefficient, associated with the variable “unlikely to be promoted” in the subsample of whites, becomes statistically significant in the direction supporting system disturbance theory. This is only slight support for system disturbance theory.

These analyses offer almost no shreds of optimism for system disturbance theory. Across many measures, the few significant coefficients in the theory’s favor are overwhelmed by findings of no effect plus several coefficients with the “wrong” sign. If one poses system disturbance and crisis mobilization theories as zero-sum competitors so that evidence against one favors the other, then crisis mobilization survives these data analyses. People who support tougher penalties, compared to those who support more lenient penalties, are hard to distinguish in their degree of suffering at the hands of history.

The overall picture, then, is a very large shift in the American public’s position on criminal punishment. There was a broad scale movement for greater punishment toward criminals; this element of the story is unassailable. More difficult to discern are the causal forces behind this change. The system disturbance theory appears to fold under the weight of the evidence. Some shred of supportive evidence should show up in the survey data of the American public, but none does. The crisis mobilization theory fares better. First, the prison buildup followed a tumultuous period in which the initial response was a prison buildup. On the face of it, there was a problem demanding new solutions, a fertile ground for social movements. Second, the American public, although becoming more punitive toward criminal offenders, became more, not less, tolerant of civil liberties. Finally, support for more punitive policies came from sectors of the American public that were reasonably integrated into the social fabric or, at least, they were not outcasts suffering in the economy.
Yet, perhaps these analyses entirely missed the real dynamics of the prison buildup. Another tradition sees prisons and the prison buildup as having little to do with popular social movements, rational or irrational. Rather, the prison buildup is an element in an insidious project of human domination. This perspective merits attention.

FROM FOUCAULT TO WACQUANT

Michel Foucault, a well-known French intellectual, stands our conventional concept of progress in criminal punishments on its head. Normally, we think of the brutal torture of criminal defendants and public executions, common in the eighteenth century, as barbaric and the invention of the prison as a step in the march of the civilizing process. Not so, according to Foucault. His view is that, although torture and physical punishment of the past damage the body, prison goes further. Prison monitors an inmate’s every behavior; it imposes detailed rules for behavior; it reaches into the inmate’s inner self, his or her “soul.” Foucault seems to favor torture’s manifest brutality over the concealed power of modern punishment. Better to face an enemy square on than have him take control over who you are. This form of control is extended from prisons to other institutions of society. “Is it surprising,” he asks, “that prisons resemble factories, schools, barracks, hospitals, which all resemble prisons?”

Presumably, Foucault would view the prison expansion that began in the mid-1970s as a product of modern society’s insatiable appetite for control. *Discipline and Punish*, however, was published in 1975, too early to detect the buildup trend. Loïc Wacquant, another French intellectual (now living in the United States), picked up where Foucault left off. In the Foucauldian spirit, Wacquant urges us to “break out of the narrow ‘crime and punishment’ paradigm to reckon the extra-penal role of the penal system.” Wacquant’s approach also has much in common with *Regulating the Poor*, the famous book by Frances Fox Piven and Richard Cloward published in 1971. Writing in the heyday of the Great Society’s antipoverty programs, Piven and Cloward argue that the main function of welfare is, not to soften the blow of poverty, but rather to contain social unrest. When the poor become unruly, welfare payments are increased to contain and regulate. In a
similar fashion, Wacquant argues that social mechanisms are needed to regulate African Americans, given the great disadvantages they are made to endure. In recent decades, this was accomplished through a vast expansion of the prison system.

More broadly, Wacquant argues that mass imprisonment is the last of four historical stages in an evolving project to control and exploit African Americans, a project dating back to before the founding of the United States. Although Wacquant offers a fascinating discussion of the slavery period, the Jim Crow South, and the Ghetto North, it is the identification of a fourth stage (Hyperghetto + Prison) that is his new core point. He argues that the Hyperghetto + Prison arose in response to two changes. First, beginning in the 1970s, the economies of U.S. cities were transformed from manufacturing to information-based services. As manufacturing fled to industrial parks of the suburbs, antiunion South, and foreign locations, African Americans became economically irrelevant. Reinforcing this economic marginality were (1) an unbending housing segregation, so that blacks could not move out of their consigned living space; (2) a breakdown of urban public schools, so that blacks could not acquire the skills to participate in the new information-based economy; and (3) immigration of foreign workers, which further undermined any remaining leverage African Americans might have in the labor market. As a result, the Hyperghetto came to function as a place to store a surplus population with no meaningful role in the economy. At the same time, according to Wacquant, the communal organization of the ghetto, which had developed independently of mainstream society, permitted African Americans to challenge their caste subordination. The weapons of protest included the urban riots that peaked in the 1960s.

The conjuncture of these two changes – the irrelevance of African Americans to the economy and their increasing political leverage arising from internal solidarity – thus required a new mode of control. The Hyperghetto + Prison arose to achieve this. Under a regime of mass imprisonment, the separation between the ghetto and the prison steadily diminished. (This corresponds to Foucault’s point of the resemblance among prisons, factories, schools, barracks, and hospitals – a grand convergence downward.) On the prison end, in an earlier period, prison inmate solidarity could develop because the prison
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was an isolated society in opposition to the dominant institutions. Yet, under a system of mass imprisonment, the circulation from the prison to the ghetto and the ghetto to the prison became similar to passing through a revolving door. Thus, the prison became like the ghetto – tense and hostile:

Today’s prison . . . resembles the ghetto for the simple reason that an overwhelming majority of its occupants originate from the racialized core of the country’s major cities, and returns there upon release, only to be soon caught again in the police dragnet to be sent away for another, longer sojourn behind bars in a self-perpetuating cycle of escalating socioeconomic marginality and legal incapacitation. ⁵⁹

Just as prisons began to resemble ghettos, so too ghettos began to look more and more like prisons. Three examples illustrate. One, seemingly harmless in itself, is that ghetto residents began to dress and express themselves in a manner that was formerly distinctive to prison. This included a resurgence of body art with prison themes, the popularity of songs with hostile lyrics, and the wearing of baggy pants. ⁶⁰

A second is the “prisonization” of public housing. Wacquant notes that “Projects have been fenced up, their perimeter placed under beefed-up security patrols and authoritarian controls, including identification card checks, signing in, electronic monitoring, police infiltration, ‘random searches, segregation, curfews, and resident counts – all familiar with procedures of efficient prison management.’” ⁶¹

Third, public schools have also come to appear and function similar to prisons. They lost their capacity to educate and now “operate in a manner of institutions of confinement.” ⁶² (Again, note the Foucauldian theme.)

The transformation of the ghetto as prison and prison as ghetto, “fusion of ghetto and prison culture” as Wacquant puts it, serves a political purpose: African Americans are deprived of the leverage to protest. Whereas formerly ghetto residents could protest their conditions, in the most extreme forms through urban riots, collective protest is rendered ineffective while behind walls. Except in the most notorious prison riots, an administrative response is sufficient. “By entombing poor blacks in the concrete walls of the prison,” Wacquant observes, “the penal state has effectively smothered and silenced subproletarian revolt.” It is for this political purpose that America has created the
first genuine prison society of history. So, what are we to make of this—are the regression analyses reported previously scratching the surface, missing the real grand historical theme? Maybe.

The Foucauldian position, both in its original formulation by Foucault and in its application to the prison buildup by Wacquant, is highly dispiriting. Foucault’s overarching point, that modern society is subject to greater and greater controls, provides few glimmers of hope. Wacquant is even more pessimistic, if possible, than Foucault. The Hyperghetto + Prison is the most dishonorable and cowardly social arrangement one can imagine. White society is portrayed as completely self-serving, devoid of any principle of human decency. Talk of racial progress is a sham. Yet, however gloomy the message, Foucault’s and Wacquant’s pessimism must be rejected, if it is to be rejected, on its own terms. Gloom and doom may be simple realism.

This is more difficult than one might suppose. Neither Foucault nor Wacquant lay out the empirical grounds on which their case stands. Foucault informs his reader of his judgments about modern society in dense, obscure prose, and then leaves it up the reader to see if he or she can “get it.” Foucault thankfully provides examples to illuminate points, such as a breathtakingly detailed description of a gruesome execution that occurred in 1757. However, the underlying basis for the general argument remains entirely in the mind of Foucault. We do not explore with Foucault evidence and arguments, and alternative explanations are not considered. We must wait for Foucault to reveal to us what he has seen.

Wacquant claims to have discovered, not just a new feature of modern society, but a new kind of society representing an extraordinary rupture in the history of humankind. Compared to Foucault, Wacquant is less oracular, and he writes in clear prose. However, as with Foucault, evidence is used to illustrate ideas rather than test them. For example, Wacquant argues that the increasing disorder behind bars was a product of a fusion of ghetto and prison. Yet, Wacquant does not delve into the details to actually show that order behind bars has declined over time. Chapter 4 takes up this empirical issue, showing that the rates of disorder have been decreasing, not increasing, during the buildup period.
CAUSES OF THE PRISON BUILDUP

Wacquant provides no explanation whatsoever as to why African Americans could not be brought into the modern economy more fully. He ignores gains by the African American middle class, and virtually assumes away any possibility that government policy could help reverse economic marginality. Furthermore, Wacquant attributes pernicious values to white people; however, he neither adduces any evidence whatsoever that such values exist nor provides a foundation around which policies are formulated. To gauge white sentiment toward African Americans, he could turn to a large body of survey data, but he does not.

Likewise, African Americans are a portrait of human helplessness. They are unable to see their own oppression, let alone do something about it. Yet, Wacquant does not explain how this hegemony is achieved, nor, again, is there any evidence that such hegemony actually exists. Are these objections at too low a “level”?

To take a step back, the thread tying Foucault and Wacquant together is the belief that established powers use imprisonment to regulate, dominate, and ultimately crush the impulse to rebel. We may believe that we are better off than our forbearers, whose modes of control were brutally manifest. Nothing could be further from the truth. Torture has been replaced by prison, and the segregation of African Americans into ghettos has been replaced by mass imprisonment – but how can these changes be called progress? From these gloomy conclusions about the state of modern society, both authors make extrapolations about what they expect to see in the world. And they find it. Highlighting anomalous low-level evidence is beside the point; such facts can be accommodated into the framework in the future. Perhaps. But these authors rely a lot on faith of the readers that, through sheer intellect, these authors got it right. We would be more insistent on evidence.

PRISON BUILDUP AS AN INSTRUMENT OF VOTER EXCLUSION

A final argument to consider, although more modest in its claims than those of Foucault or Wacquant, nonetheless paints the prison buildup as coming out of efforts to silence the political voice of the lower orders.
of society. The focus is on state laws that disenfranchise felons and ex-felons. Christopher Uggen and Jeff Manza, who have performed the most far-reaching work on this issue, conclude “Restricted access to the ballot box is but a piece of the larger pattern of social exclusion for America’s vast correctional population.” Their argument is worth considering in some detail. By way of background, the U.S. Constitution delegates to the states the responsibility for determining voter eligibility. Although felony disenfranchisement laws can be traced back to the founding of the country, the major growth in such legislation occurred in the 1800s, with additional states enacting laws in recent decades. Currently, forty-eight states and the District of Columbia deny prison inmates the right to vote while in prison. (The exceptions are Maine and Vermont.) Thirty-five states prohibit felons from voting while on parole, and thirty of these states disallow voting by felony probationers. Three states prohibit all felons from voting, even after they have completed their sentences, and nine others disenfranchise certain groups of felons (e.g., violent offenders in Nevada and second felony offenders in Arkansas), even after they have completed their sentences. The Sentencing Project estimates that 5.3 million Americans, or about one in forty adults, have presently or permanently lost the right to vote because of a felony conviction.

Felons have interests—they are disproportionately low-wage earners, unemployed, and minority. If their disenfranchisement changes the outcomes of elections then, to that measure, their interests will lose out in the political process. To assess whether a state’s felony disenfranchisement law would affect a particular election, Uggen and Manza estimate (1) the number of felons and ex-felons the state excludes from voting by law, depending on the state law’s exclusion criteria and the size of the various correctional population in that state; (2) the proportion of those excluded who would otherwise vote if they were permitted to vote; and (3) the proportion of the estimated voters who are likely to vote for a Democratic candidate minus the number who could be expected to vote for a Republican candidate. Uggen and Manza scour U.S. electoral history for elections that were closely contested to determine whether electoral outcomes would have been different in the counterfactual case that felons had been allowed to vote. They do not have to go far. The low-hanging fruit is George W. Bush’s
victory in the 2000 election, given the very slim margin of victory. If even just ex-felons (completed sentence and not under correctional supervision) had been allowed to vote in one state, Florida, the overall outcome of the election would have been reversed. Uggen and Manza also find seven U.S. Senate races that would have resulted differently, absent the combination of correctional population buildup and felon disenfranchisement laws. During the 1990s, control of the Senate may have been in the hands of Democrats rather than Republicans. Uggen and Manza also conclude that John F. Kennedy’s defeat of Richard Nixon in 1960 might have been reversed had the current level of disenfranchisement then prevailed. In short, felony disenfranchisement laws have a significant and, from time to time, decisive impact on the electoral processes, owing to the dramatic increase in the correctional population since the mid-1970s.

The difficult part of Uggen’s and Manza’s empirical task is to come up with reasonable estimates of what the felons and ex-felons would do if they were given the opportunity to vote. Not only are these estimates inherently uncertain because they are counterfactuals, but we do not have direct information on the political preferences of felons. To get around this, Uggen and Manza use survey data collected from inmates to pair the felon population to a similar subpopulation in the general voting population, in terms of gender, race, age, income, labor force participation, and marital status, using data from the National Election Study. This matching provides Uggen and Manza with an estimate of the likely voting decision felons would make if given the opportunity to cast a vote. They calculate that about 35% of the disenfranchised felons would have voted in presidential elections, and they would have cast about 70% to 80% of their votes for Democratic candidates, depending on the specific candidate. For example, Bill Clinton would have received 85% of the felon vote, and Al Gore would have received 69% of the otherwise excluded vote.

These estimates can be reasonably challenged. For example, felons and ex-felons may vote at much lower rates than demographically similar nonfelons. Yet, the findings of Uggen and Manza appear sufficiently robust, at least for certain elections – most notably Bush versus Gore in 2000 – that even considerably lower voting rates among the disenfranchised would have still swung the election. In short, they
make a strong empirical case that, if one assumes nothing else would change, disenfranchising felons and ex-felons combined with large correctional populations has had a significant impact on U.S electoral outcomes.\textsuperscript{99}

The larger problem is the \textit{ceteris paribus} assumption. Uggen and Manza model only a portion of the process. Left out is the impact of the growth of the correctional population on the crime rate. If large correctional populations, especially imprisonment, were associated with lower crime rates, then the American political landscape would also be affected by correctional growth through this route. Christopher Jencks has observed, “Like rain on election day, crime is good for Republicans… When the crime rates rise, liberals always find themselves on the defensive.”\textsuperscript{70} The partisan advantage of high crime rates may have weakened, or even disappeared, with falling crime rates. To the extent the buildup reduced the crime rate, it may have taken away from Republicans an election winning-issue. This may have counter-balanced the immediate effect of excluding felons from voting. We do not know this.

Finally, the impact of reforming felony disenfranchisement laws depends on precisely when prisoners (and other felons) are given the vote. The impact would be greatest, of course, if the franchise were extended to all felons, including those behind bars. A more modest proposal, in its effect, would be to restore inmates’ right to vote after their release. This would be consistent with society’s judgment that the offender, after serving his or her time, is capable of rejoining society. If an ex-offender can rejoin society, then he or she should be given (most of) the privileges that the rest of us enjoy, such as the right to vote. Richard Posner suggests a possible modification of such a reform – impose a 5-year waiting period on ex-offenders before restoring their right to vote.\textsuperscript{71} Former felons would regain the right to vote only if they avoided trouble with the law during the waiting period. Either policy would draw a tight link between the right to vote and being a responsible member of society.

CONCLUSION

No change in the U.S. criminal justice system has been bigger – more people, more money, far-reaching consequences – than the prison
CAUSES OF THE PRISON BUILDUP

buildup. Observers bring quite different approaches to explaining this buildup.

Foucault finds that “how” a society punishes its offenders reveals much about its moral character. His results concerning modern prisons are not encouraging. Prisons are systems of power, regulation, and domination, extreme versions of the systems of domination that inhere in modern schools, families, and factory floors. They epitomize the decay of modern society. Wacquant extends this analysis to the prison buildup, arguing that it, too, is driven by the goal of domination. We live in a prison society.

The moral implication of the system disturbance model is also highly negative with regard to the buildup. Popular demands for more prisons arose from issues unrelated to crime control. All would surely agree that not a single person should be imprisoned because the political establishment needs to shore up its legitimacy, citizens are bothered by the extension of civil rights to discriminated-against groups, changing gender relations, economic insecurity, or other aspects of rapid social change. To give in to demands based on such nonsensical or self-indulgent reasoning would violate the most basic moral precept to treat others as ends, not means. Justice would be a sham.

From this, it would follow that those imprisoned for extrapenological purposes deserve freedom, perhaps even reparations for injustices suffered. Surprisingly, even the most radical critics seldom draw this implication. For example, William Chambliss, who over many years has established himself as one of the country’s leading leftist criminologists, expresses the standard system disturbance critique. He states that everyone knows that prison is counterproductive, and that the only interesting question is why “a policy that is irrational, inhumane, costly, and ineffective” is pursued. Like others in the system disturbance tradition, he finds the answer in political elites exploiting the crime issue for their own ends, as well as the need to control and repress the unemployed and (predominantly African American) unemployable.

Yet, the political implications of this critique, as Chambliss draws them, could not be more moderate. He delineates nine policy proposals that could “make a real difference,” although he cautions that the “opponents are numerous and powerful.” Having braced the reader, Chambliss unleashes only the most temperate proposals for reforms. One is that “[t]he movement toward more-severe sentences for all
offenders . . . must be reversed.” Interestingly, writing about the same

time, conservative criminologist John DiIulio called for a moratorium

on the prison buildup and zero prison growth. Chambliss and DiIulio

seem to be in the same camp.

Perhaps, in the end, we are all pragmatists. We worry about putting
too many people in prison, but we also wonder if society has benefited
from the buildup. Although the critics believe that mass imprison-
ment does not work, at the same time they believe that a mass release
of prisoners is not only politically infeasible, but also dangerously irre-

sponsible. Neither Chambliss nor Beckett nor Wacquant calls for a
return to the 1970s levels of imprisonment. As noted at the outset, in
1973, there were 96 inmates per 100,000 population; in 2005, there
were 491 inmates per 100,000. Garland expresses a preference for the
days when professionals determined imprisonment policy. Nowhere,
however, does he ask for 91 inmates per 100,000, or 191, 291, or 391.
The only exception may be Foucault, who seems not to have had a
pragmatic bone in him.

The crisis mobilization approach takes seriously the formally stated
goal of institutions. If the buildup was supposed to reduce crime and
validate the worth of victims, then the serious issue is if these effects
follow. Although the institutional mobilization position may easily fall
into a Pollyannaish optimism, nothing in this framework precludes us
from both asserting that the prison buildup sought to achieve crime
reduction and that it failed.

We pursue the issue of actual effects in the remainder of the book.
CHAPTER THREE

More Prison, Less Crime?

Cruelty turns out to be mainly the infliction of pain and suffering for a purpose. Our negative moral judgment has to do not only with pain but purpose.¹

Who is filling our jails and prisons? Most of the victims of the criminal justice system are minor offenders.²

American jails and prisons are overflowing with convicts who would not have been thrown behind bars 30 years ago and who, moreover, would not be rotting there if the public were better informed about the realities of the country’s penal policy.³

Chapter 2 ended on a pragmatic note. Commentators on the buildup – however much confidence they express when they portray the causes of the buildup – are far less certain about what we should do tomorrow. The critics may see the prison buildup as insane, they may describe prisons as overflowing with minor offenders, and they may argue that the public’s ignorance about “who” goes to prison is necessary to sustain the buildup. Yet, their own sanity, good reason, and informed opinions do not lead them to demand that we tear down the walls or even make them permeable enough to return to pre-buildup levels. They despise this “cruel historical experiment,”⁴ but they are not ready to reverse it, at least not all the way. How cruel could it be, in their view?

The proponents of the buildup see the quintupling of the prison population as bringing great benefits to society in the form of crime reduction. Fewer crimes mean fewer victims, and fewer victims mean less suffering. They hold this position, however, without much proof that things worked out that way. The prison buildup was an experiment, at least in the sense that the outcome was inherently uncertain
before the fact and even difficult to ascertain after the fact. No other society has ever undertaken such an effort; the scale is unprecedented. Also, the buildup was not a controlled experiment, in the scientific sense of the term, allowing us to compare “treatment” and “control” observations. Moreover, the proponents harbor their own doubts about the scope of the buildup. Perhaps we have taken the buildup too far, much as dieters sometimes fall into the trap of taking weight loss to a damaging extreme. Prison expansion may have become a harmful addiction.

There are two ways to go about examining the effect of the buildup on crime. One is to look at “who” is in prison over time. If the prison buildup resulted in increasingly less serious offenders behind bars, this would suggest that the crime-reducing effect of prison has been diminished. The strength of this approach is that it captures the “incapacitation” effect of prison on crime. Offenders behind bars cannot commit new crimes against nonprisoners unless and until they are released. The disadvantage of this approach is that prison rates may affect the crime rates through other mechanisms, such as deterrence or rehabilitation. Still, a useful question is whether the proportion of truly dangerous people behind bars – for whom incapacitation is incontestably worthwhile – has diminished as the prison population doubled, tripled, quadrupled, and finally quintupled. The prison critics are right to worry that we are now imprisoning a large number of low-level offenders.

A second way is some type of regression analysis, using observed data to draw inferences about the impact of the buildup. The advantage of a regression approach to our problem is that, however prison affects the crime rate, it should capture all of the effects. In addition, the sharpest critics of the buildup worry that, not only does prison fail to inhibit crime, but it may actually generate it by having a negative impact on individuals and communities. A regression approach permits us to test the proposal that high levels of incarceration increase crime because of the damage done to communities and the social networks of young men and women. The crucial issue is not whether some negative effects occur in communities; they most certainly do. Rather it is whether those effects overwhelm the crime-reducing mechanisms of prison, deterrence, and incapacitation, which also most certainly occur. Regression allows us to examine this possibility. The main
disadvantage of regression is that many factors affect crime rates, and statistical models are simplified representations of complex interactions. If key factors escape our thinking, cannot be measured with the resources at hand, or are incorrectly modeled, then the resulting inference will be biased.

This equivocation (shifting back and forth between advantages and disadvantages of the two approaches) suggests that we need both. It would be helpful if the two imperfect methods tell the same basic story, which, as we will see, in large measure they do.

WHO GOES TO PRISON, NOW AND BEFORE THE BUILDUP?

Efforts to find out “who” is in prison over time rely on two sorts of individual-level data. One sort of data is official records on prisoners’ incarcerating crime – the most serious offense for which they were imprisoned. If these incarcerating crimes were, on average, more serious before the buildup than after the buildup, this would suggest that the buildup might have gone too far. As already noted, critics charge that the buildup came about mainly by incarcerating greater numbers of “nonviolent” offenders. There is something to this claim, although qualifications are needed and the point is often overstated.

The advantage of these data is that, for the entire buildup period, fairly consistent records have been kept on the offenses for which inmates were serving. This permits an apples-to-apples comparison between the prison populations, pre- and post-buildup. Also, the federal government’s Bureau of Justice Statistics (BJS) collects these data. They can be considered valid, not only because BJS has a reputation among criminologists for the integrity of its data (as far as we know, no commentator has alleged that BJS manipulates its data to please anyone), but also because research studies have borne this out. If the BJS data are found to “say” something important, that something is likely to be true.

The disadvantage is that these records fail to capture the full set of costs that prisoners would impose on society if not behind bars. A great deal of crime goes unreported, unresolved, and undetected. On average, about one-third (36%) of serious crimes are reported to the police. Within that one-third, one-fifth of them are “cleared,” meaning
a person is arrested and charged with committing the offense. Additional crimes may go undetected, such as embezzlement or drug dealing. Those behind bars are sure to have committed more than their share of unreported, unresolved, and undetected crimes. Also, a 1997 survey of federal and state inmates found that a majority of prisoners plea-bargained down the crimes that were originally charged to them. This is another reason why prisoners’ officially recorded crimes will understate the true harm done by a population of prison inmates. (It is possible that some arrestees are overcharged, perhaps in anticipation of plea bargaining.) In short, the “most serious offense” data are especially helpful in allowing us to track changes in the composition of prison populations over time. Apples at time one can be compared to apples at time two. Yet, they are almost certain to understate the full extent of a prisoner’s criminality prior to incarceration.

The second sort of data is survey results collected directly from inmates. Surveys can ask offenders about their criminal past, about which there may be no official record. Inmates may not admit to every crime they may have committed, and some may even exaggerate their criminal history. Experience shows, however, that inmates are surprisingly forthcoming. The key disadvantage is the limited number of surveys that have been conducted. Also, the few surveys that have been done have not been implemented in exactly the same way. The comparison among surveys conducted at different times has a bit of an apples-to-oranges quality.

Most Serious Offense, Before and After the Buildup

If the buildup critics are right, we should see a decline in the proportion of violent offenders behind bars concurrent with the prison buildup. Convictions for nonviolent offenses should account for the great majority of the increase. In examining these trends, we separate state and federal prisons because their patterns of growth, in crime types, were somewhat different.

Figures 3.1 and 3.2 report data on the “most serious” offenses of state prisoners. The hundreds of different offenses, defined by statutes somewhat differently from one jurisdiction to the next, are grouped together in four categories: violent, property, drug, and public order. To provide a better sense for these aggregated categories, we list
some of the subcategories in each of the four main categories, keeping in mind that the subcategories themselves have subcategories: (1) violent offenses include murder, negligent and nonnegligent manslaughter, rape, sexual assault, robbery, assault, extortion, intimidation, and criminal endangerment; (2) property offenses include burglary, larceny, motor vehicle theft, fraud, possession and selling of stolen property, destruction of property, trespassing, vandalism, and criminal tampering; (3) drug offenses include possession, manufacturing, and trafficking; and (4) public order offenses include weapons violations, drunk driving, escape/flight to avoid prosecution, court offenses, obstruction, commercialized vice, morals and decency charges, and liquor law violations. Additional distinctions can be made within each subcategory. For example, for federal prisoners, the Bureau of Prisons further classifies weapons violations crimes into nine subcategories, including “use of restricted ammunition” and “licensing, gun control act of 1978.” Obviously, then, a four-category classification of criminal activities is a simplification of a simplification, but it is sufficient to capture broad movements in prison populations.
Figure 3.1 graphs the buildup in state prisons by showing the actual numbers in each of the four categories; Figure 3.2 shows changes in the percentages in each category. Although the two figures are based on the same underlying data, they highlight different aspects of the story. Between 1980 and 2003, the number of state inmates in the custody of state prison officials increased from 304,900 to 1,221,500, a gain of nearly 1 million inmates (917,200). Figure 3.1 shows that, although the number of prisoners in each of the four major crime categories increased, prisoners in the violent crime category contributed most to buildup. Violent offenders grew by 451,600 inmates; property offenders by 163,700; drug crime prisoners by 246,000; and public order offenders by 75,100. The combined category of nonviolent offenders (property, drugs, and public order) added only slightly more inmates to the prison stock (484,800) than the single category of violent offenders (451,600). Thus, it would be fair to say that a slight majority of the state prison buildup was due to increases in nonviolent offenders.

Figure 3.2 shows each of the four categories of state prisoners as a percentage of the state prison population in custody. From 1980 to 2003, the proportion of violent offenders and property offenders declined, respectively, from 59% to 51% and 30% to 21%. Filling the
Table 3.1. Number of Sentenced Federal Prisoners, by the Most Serious Offense, 1980–2003

<table>
<thead>
<tr>
<th>Year</th>
<th>Violent</th>
<th>Property</th>
<th>Drug</th>
<th>Public order</th>
<th>No classification</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>1980</td>
<td>6,572</td>
<td>4,651</td>
<td>4,900</td>
<td>2,040</td>
<td>3,595</td>
<td>21,758</td>
</tr>
<tr>
<td>1985</td>
<td>7,768</td>
<td>5,289</td>
<td>9,482</td>
<td>2,514</td>
<td>6,293</td>
<td>31,349</td>
</tr>
<tr>
<td>1990</td>
<td>9,557</td>
<td>7,935</td>
<td>39,470</td>
<td>8,585</td>
<td>56,989</td>
<td>65,989</td>
</tr>
<tr>
<td>1995</td>
<td>11,409</td>
<td>7,842</td>
<td>52,782</td>
<td>15,055</td>
<td>88,055</td>
<td>129,329</td>
</tr>
<tr>
<td>2000</td>
<td>12,973</td>
<td>9,839</td>
<td>73,389</td>
<td>31,855</td>
<td>129,263</td>
<td>157,686</td>
</tr>
<tr>
<td>2003</td>
<td>16,688</td>
<td>11,283</td>
<td>86,972</td>
<td>42,325</td>
<td>158,425</td>
<td>211,425</td>
</tr>
</tbody>
</table>

* Includes offenses not classifiable and unknown.


gap, drug offenders increased from 6% in 1980 to 21% in 2002, and public order offenders increased from 4% in 1980 to 7% in 2002. Expressed this way, the data provide mild support for the idea that the buildup caused a decline in the seriousness of the prison population. This assumes, of course, that drug offenses and public order offenses are less “serious.” We turn to this issue later in the chapter. Still, the more dramatic claim, that the overwhelming majority of inmates had committed no violent crimes after the buildup, is not supported.

The data for federal prisons shows a different pattern of growth, although it should be kept in mind that state prisons hold about 92% of the country’s prison population, as shown in Table 3.1. Between 1980 and 2003, the number of federal prisoners increased from about 22,000 to 158,000.12 The most telling pattern emerges if one combines property, violent, and public orders crimes into one category, and compares that with drug crimes. From 1980 to 2003, the number of nondrug offenders increased from 13,300 to 70,300, a ratio of 5.3 to 1. This is about the same increase of state prisoners in these three categories, from 120,700 to 605,500, a ratio of 5.0.13 Thus, the federal prisons were adding nondrug offenders at a rate comparable to state prisons.

However, although state prisons experienced a large increase in the number of drug offenders, the federal prison system experienced a huge increase in that category. In 1980, there were 4,900 sentenced
drug inmates in federal prison, or 27% of the federal prisoners. In 2003, there were 86,972 sentenced drug inmates, or 55% of the federal prison population (excluding inmates not classified). For every drug offender in federal prison in 1980, there were 17.75 drug offenders in federal prison in 2003.

In summary, the data on prisoners’ “most serious offenses” fail to support the idea that the prison buildup resulted in a massive decrease in the number of “serious” or dangerous state prisoners. Violent offenders account for about one-half of the increase in state prisoners from 1980 to 2003. Yet, there are differences in the criminal profiles of 2003 state inmates versus 1980 state inmates. Most strikingly, the proportion of drug offenders more than tripled, from 6% to 21%. In regard to federal prisoners, the pattern of growth of non-drug offenders is very similar to the growth of nondrug state offenders. But drug offenders increasingly filled federal prisons. This means that one’s conclusion about the efficacy of the buildup depends centrally on the efficacy of incarcerating those convicted of drug crimes.

How “Serious” Are Nonviolent Offenders?
If one is willing to grant the assumption that violent offenders are “serious offenders,” it does not necessarily follow that nonviolent offenders are “nonserious” offenders, a leap that the buildup critics are all too willing to make without looking. To help decide the issue, we draw on data from surveys of inmates conducted by the Census Bureau for BJS in 1997 and 2004. The surveys are based on personal interviews with a nationally representative sample of state and federal inmates. Inmates were asked to provide information about their current offense, criminal history, and other aspects of their lives prior to incarceration. Figure 3.3 breaks down the state and federal populations by self-reported crime type for 2004. It highlights the major difference between state and federal prisons: one-half of those in state prison are there for violent offenses, whereas one-half of federal inmates are there for drug offenses.

What proportion of nonviolent offenders could be considered “serious offenders”? There are no standard criteria to distinguish nonserious from serious offenders. After all, one could easily enough imagine a vigorous debate about whether a particular inmate, say one who stole
a car or lied under oath, should be considered a “serious” offender, with any final judgment heavily influenced by one’s intuitive sense of the meaning of “serious.” Here we are generalizing across hundreds of thousands of inmates, using information from a research methodology that asks respondents questions in a standardized format. This suggests modesty in what we, or anyone, can claim on this score. With this qualification in mind, we use four criteria to distinguish “serious” nonviolent offenders from the “nonserious” offenders. They are whether the offender carried or used a weapon in the current offense; had a prior violent conviction; committed the current offense while on probation, parole, or escape; or had two or more prior sentences.

Table 3.2 shows that, in 2004, 81% of state, nonviolent inmates, and 55% of federal nonviolent inmates, reported at least one indicator suggesting that they were serious offenders. Forty-five percent of state and 24% of federal nonviolent prisoners reported two or more serious
<table>
<thead>
<tr>
<th>Percent of inmates</th>
<th>State inmates</th>
<th></th>
<th>Federal inmates</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Property offenses (%)</td>
<td>Drug offenses (%)</td>
<td>Public order offenses (%)</td>
</tr>
<tr>
<td>Used weapon in current offense*</td>
<td>5.0</td>
<td>7.1</td>
<td>6.6</td>
</tr>
<tr>
<td>Prior violent conviction</td>
<td>23.1</td>
<td>20.8</td>
<td>28.1</td>
</tr>
<tr>
<td>On probation/parole/escape at time of offense</td>
<td>54.1</td>
<td>50.3</td>
<td>66.5</td>
</tr>
<tr>
<td>Two or more prior sentences to incarceration*</td>
<td>58.1</td>
<td>52.8</td>
<td>65.0</td>
</tr>
<tr>
<td>One “serious offender” indicator</td>
<td>83.0</td>
<td>77.9</td>
<td>89.4</td>
</tr>
<tr>
<td>Two or more “serious offender” indicators</td>
<td>45.7</td>
<td>41.5</td>
<td>57.3</td>
</tr>
</tbody>
</table>

* Excludes incarcerations for “minor” offenses (drunkenness, vagrancy, loitering, disorderly conduct, and minor traffic crimes).

indicators. A reasonable inference is that nonviolent prison inmates are largely serious offenders, although more so in state prison than federal prison. Compared to nondrug offenders, drug offenders in both state and federal prisons are somewhat less likely to have a single “serious indicator” (78% for state and 53% for federal) and multiple “serious indicators” (41% for state and 22% for federal).

Also, the arrest records of nonviolent inmates seemed to indicate serious histories of involvement in the criminal justice system. As shown in Table 3.3, for 2004, collapsing the three nonviolent crime categories, among state inmates, only 21% had not been arrested prior to the arrest for their current crime, 18% had been arrested once, 15% had been twice, and about one-third (35%) had been arrested four or more times. The arrest records of federal inmates were somewhat less serious. Almost one-fourth had not been arrested prior to their current arrest, and 31% had been arrested four times or more.

The data reported in Tables 3.2 and 3.3 should be treated with caution, especially the data on prisoners in federal prison. A large proportion of federal prisoners are drug offenders, and one need develop a more refined (or at least different) set of criteria to separate serious from nonserious drug offenders.

**The Special Case of Drug Offenders: “King Pins or Mules”**

Eric Sevigny and Jonathan Caulkins have undertaken an intensive effort to examine the “seriousness” of drug offenders, using the
1997 survey of state and federal inmates. They partition the two prison populations based, not only on the criminal history of offenders and their weapon usage, but also on the gravity of their drug offense. The seriousness of the drug offense is seen to have several dimensions: offenders’ role in the drug offense (e.g., importer, manufacturer/grower, money launderer, wholesale dealer, retail dealer, body guard/debt collector, possession); member of a drug organization or not; quantity of drugs (recode to typical retail purchase amount); and type of drug (e.g., cocaine, amphetamines, marijuana, heroin). Sevigny and Caulkins found, on one end of the spectrum, that only 5.7% of state inmates and 1.6% of federal inmates are “unambiguously low-level” offenders. At the extreme, nonviolent, possession-only, small-quantity offenders comprise 0.2% of drug offenders and 0.06% of all prisoners. In contrast, there are few “drug kingpins” in prison. Only 4.4% of state and 6.6% of federal drug offenders reported to be mid- to high-level drug participants. This is in large part because few admitted to being part of any drug organization. Instead, the vast bulk of prisoners fall in between the two poles, with the median degree of seriousness depending in large measure on which factor is given greatest weight. We are back to the eye of the beholder, at least to some degree.

More Survey Results in Cost–Benefit Framework
A major drawback of the analyses discussed thus far is that they are limited to data collected on offenses for which the offender has been apprehended and convicted. Even the 1997 survey of inmates, perhaps because the federal government administered it, does not ask inmates about crimes they may have committed but for which they were not apprehended. To get around this problem, another line of survey research has queried inmates about their full range of criminal activities prior to incarceration. When these sorts of surveys have been done, researchers have typically sought to evaluate the results using a cost–benefit analysis.

Cost–benefit analysis allows us to compare things that seem very different than each other. That is, we can compare the same outcome at different times (building a bridge today vs. building a bridge in
10 years) or different outcomes (a bridge today vs. a school today). To do this, however, one must come up with criteria for measuring the value of these outcomes. Generally, the outcomes are translated into dollar terms, which then allow easy comparisons. We should not, however, overstate the precision that has been attained. We need to consider carefully the method by which these outcomes are translated into dollars. A full discussion of all the different ways this can be done is beyond the scope of this chapter. Here we describe the conceptual issues involved and our attempts to resolve them.\(^{18}\)

The purpose of a cost–benefit analysis of incarceration is to calculate the social costs and benefits of prison and compare them. It is generally believed that calculating the costs of incarceration is relatively simple: just add up the costs of building and operating a cell. The range of estimates for these costs is about $20,000 to $50,000 per year. This large range reflects in part actual variation in the costs of operating an institution from one jurisdiction to the next. Also, the amortized costs of building a new prison depends on whether one assumes the prison will last 40 years or 100 years or more. For example, the Penitentiary of New Mexico, opened in 1956, was mothballed in 1998, whereas the U.S. Penitentiary (Atlanta), built in 1902, still operates today. Even more important, many social costs are left out of these numbers. By “social costs,” we mean any burdens on society in addition to the resources it takes to run a prison system. They include the lost labor market productivity of inmates, the loss to families of having a member away from home, and the loss to communities of having a resident removed.

Likewise, there are a variety of positive effects. First, incarceration will incapacitate the offender so that he or she will not victimize nonincarcerated citizens during the period of confinement. Second, the incarceration of one person may serve as a deterrent to others. Moderating against these influences are the possibility that the criminal activities of inmates are picked up by other inmates (prisons as “schools of crime”), the possibility that incarcerated criminals are simply “replaced” by other individuals in the community, and the likelihood that at some point in time an offender naturally reduces his criminal activity regardless of government sanction.
The Zedlewski Study. The first serious effort to apply cost–benefit analysis to corrections was published in 1987, by Edwin Zedlewski, a staff economist for the National Institute of Justice (the research wing of the U.S. Department of Justice). Zedlewski divided the yearly cost to keep one inmate in prison ($25,000 per annum, he estimated) by the product of the number of crimes the “typical” inmate would commit if on the streets (187) and the average cost of a crime to society ($2,300). Simple arithmetic showed that the benefits greatly outweighed the costs, on the order of 17 to 1. The results, as interpreted by Zedlewski, strongly supported the idea of increased incarceration.

Numerous researchers challenged the 17-to-1 ratio. Zedlewski had estimated the number of crimes the “typical” inmate would commit if on the streets based on a survey of prisoners in three states (Michigan, Texas, and California) conducted by the Rand Corporation. The inmates were asked about the number of crimes they committed in the period immediately prior to their incarceration. Critics argued that Zedlewski should have used the median, rather than the mean, to calculate the number of crimes committed. A few inmates claimed an extraordinarily high rate of crimes; some of these claims may have been boasts or even deliberate jests to “put on” the researchers. Using the median would have reduced the impact on the estimate of these possibly outlandish claims. (In contrast, if the claims were real, the benefits may have been real.)

But even if one was to accept Zedlewski’s calculations as 100% correct, this could not be the last word on the topic. The offense rate data were collected in late 1978 and early 1979, still in the beginning stages of the buildup. The cost–benefit ratio might depend crucially on the size of the prison system. That is, if most high-rate offenders were already in prison, then prison growth would result in the imprisonment of less and less dangerous offenders (assuming the offender population is not growing larger or more dangerous). Actually, Zedlewski thought about this possibility. In a rebuttal to two law professor critics, Zedlewski argued that the number of offenders behind bars was then low enough that expanding the prison population would not affect the inmate profile. There is, he stated, “no basis for believing that the average commission rates should decrease in the 300,000 to 600,000 inmate range under discussion.”
In fact, the country exceeded the upper boundary of 600,000 in 1988, the year after Zedlewski published his report. Thus, it would be natural to ask if increased use of incarceration remains cost beneficial, with a much larger inmate population.

**The DiIulio, Piehl, Useem Studies.** Some immediate improvement on Zedlewski could be obtained through a reanalysis of the Rand Corporation data. Merely substituting the median for mean of crimes committed provides a more realistic “average” preincarceration criminal profile. Also, a group of economists had undertaken an effort to come up with improved estimates of the social costs of crime, taking into account the pain and suffering of victims as experienced in different sorts of crimes. These estimates could now be incorporated into the analysis rather than Zedlewski’s (admittedly) very rough estimate of the average cost of all crimes. However, if one wanted to know about what the buildup had done to the benefits and costs of imprisonment, new survey data would need to be collected from inmates. We undertook such an effort, in Wisconsin in 1990, in New Jersey in 1993, and in New York, Arizona, and New Mexico in 1997. The results of the Wisconsin and New Jersey surveys were published in the *Brookings Review*, and the results of New York, Arizona, and New Mexico surveys were published in a report by the Manhattan Institute.\(^{22}\)

Table 3.4 displays the estimates of the costs of crime used in the several studies under consideration. The first column shows that Zedlewski used a single average for all crimes, computed by dividing the total cost of crime in a year by the number of crimes in that year. The second through fourth columns are estimates of the value of the crimes of rape, robbery, assault, burglary, auto theft, petty theft, and drug crimes. These estimates, published in a report issued by the National Institute of Justice, are based on the compensation awarded by juries to crime victims. The changes across the three columns should be seen primarily as a product of improvements in the estimates, rather than increases in the cost of crime.

The two *Brookings* papers, as had Zedlewski, excluded attributing any costs to drug crime. But there is no pure methodological reason why drug sales should not be included in this calculation. Drug sales are crimes, and they involve both direct and indirect social costs. The
TABLE 3.4. Estimates of the Social Costs of Selected Crimes

<table>
<thead>
<tr>
<th>Crime</th>
<th>Zedlewski(^a)</th>
<th>Brookings-1(^b)</th>
<th>Brookings-2(^c)</th>
<th>Manhattan Institute(^d)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Average for all</td>
<td>$2,300</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>crimes</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Rape</td>
<td>–</td>
<td>$56,280</td>
<td>$98,327</td>
<td></td>
</tr>
<tr>
<td>Robbery</td>
<td>$12,060</td>
<td>12,060</td>
<td>8,830</td>
<td></td>
</tr>
<tr>
<td>Assault</td>
<td>11,518</td>
<td>11,518</td>
<td>10,624</td>
<td></td>
</tr>
<tr>
<td>Burglary</td>
<td>1,314</td>
<td>1,314</td>
<td>1,271</td>
<td></td>
</tr>
<tr>
<td>Auto theft</td>
<td>2,995</td>
<td>2,995</td>
<td>3,249</td>
<td></td>
</tr>
<tr>
<td>Fraud, forgery,</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>petty theft</td>
<td>110</td>
<td>110</td>
<td>342</td>
<td></td>
</tr>
<tr>
<td>Drug</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>$5</td>
</tr>
</tbody>
</table>


Manhattan Institute analysis attributed a cost of $5 per drug sale. Many of the social costs of drug crimes come from the violence and theft associated with the trade. These costs will be largely accounted for on their own. In addition, drug usage has its own inherent costs – they are the reason that drug use is criminalized. Thus, unless society is sorely mistaken about the costs of drug usage – and we do not believe it is – then it would be unrealistic to assign no costs to drug offenses. Thus, the $5 cost reflects a reasonable middle ground. This $5 cost should represent the social savings from incarcerating a drug offender and therefore preventing him or her from making a sale. Note that if the offender is "replaced" by another drug dealer satisfying the same customers, this estimate will be too high. The challenge of dealing with replacement of drug offenders merely reveals this issue; it is present for other crime types, just to a lesser extent.

It should be noted that, although the differences in the estimates reported in the last three columns in Table 3.4 are not trivial, in practice it turns out that they are close enough that choosing one over another does not make much difference to the policy considerations.
We tested this by substituting the different estimates in the analysis of the Manhattan Institute data that follows. The results were nearly indistinguishable.

Table 3.5 shows the estimates of the social costs of property and assault crimes provided by the four studies under consideration: Zedlewski (California, Michigan, and Texas, 1978–1979); Brookings I (Wisconsin, 1990); Brookings II (New Jersey 1993); and Manhattan Institute (New York, Arizona, and New Mexico, 1997). The estimates are from the studies themselves and are not recalculated using a single methodology. The first column shows that Zedlewski found that the average inmate in the three states studied imposed $187,000 in social costs.

The studies that followed improved on Zedlewski’s calculation in two key respects. Whereas Zedlewski assumed that all crimes have the same costs, the Brookings and Manhattan studies relaxed that assumption with the new costs-of-crime data in hand. Second, Zedlewski calculated a single cost for the “average” inmate. Table 3.5 reports the costs at various cutting points (percentiles). It is useful to know not only the cost–benefit ratio of imprisoning the “typical” inmate, but also that ratio for the more and less serious offenders. Thus, we ascertain various cutting points to see the proportions of inmates for whom incarceration clearly is or is not cost beneficial.

The estimates reported in Table 3.5 reflect somewhat different methodologies of the studies, but they also show true variation in the criminality of prison populations. This variation can be divided into the differences within states, the differences across state jurisdictions, and the differences across time. Additional tables help explain the three types of variation.

**Differences within States.** Variation within a state’s prison population can be observed by focusing on the five states survey during the buildup – Wisconsin, New Jersey, New York, Arizona, and New Mexico. As is always found in inmate surveys, the social costs at the high end greatly exceed those at the lower end of the spectrum (Table 3.5, columns 4–6). Although it clearly pays on incapacitation grounds alone to incarcerate those at the eightieth percentile in all five states, it does not appear to “pay” to incarcerate those below the median.
<table>
<thead>
<tr>
<th>Source</th>
<th>Social Costs of Property and Assault Crimes</th>
</tr>
</thead>
<tbody>
<tr>
<td>Table 3.5</td>
<td>California, Michigan &amp; Texas, 1978–1979&lt;sup&gt;a&lt;/sup&gt;</td>
</tr>
<tr>
<td>Mean</td>
<td>187,000</td>
</tr>
<tr>
<td>80th percentile</td>
<td>—</td>
</tr>
<tr>
<td>60th percentile</td>
<td>—</td>
</tr>
<tr>
<td>Median (50th percentile)</td>
<td>46,000</td>
</tr>
<tr>
<td>40th percentile</td>
<td>—</td>
</tr>
<tr>
<td>25th percentile</td>
<td>16,000</td>
</tr>
<tr>
<td>20th percentile</td>
<td>—</td>
</tr>
<tr>
<td>10th percentile</td>
<td>2,000</td>
</tr>
</tbody>
</table>

The estimated social costs associated with the offender at the fortieth percentile in New York, Arizona, and New Mexico are all less than $15,000. The social costs associated with the offender at the twenty-fifth percentile in Wisconsin and New Jersey are less than $20,000.

**Differences across States.** State-to-state variation is best examined if we compare data collected among several states in the same time frame. However, it should be kept in mind that different states increased their prison populations at different rates and at somewhat different times. The Rand Corporation data were collected in three states over a 1-year period (late 1978 and early 1979), as were the Manhattan Institute data (1997).

In the Rand Corporation data, substantial differences were found across the states. For example, the median number of nondrug crimes was forty-two in California, seventeen in Michigan, and nine in Texas. This is a lot of variation. Table 3.6 shows cross state variation also: at all cut points the social cost inflicted by New York inmates is higher than in New Mexico and Arizona. The median social cost in New York is about $32,000, whereas the median cost in New Mexico and Arizona is $26,000.

Another way to consider the criminality of the median offender is to look at his reported criminal acts. In New York, the $32,000 figure represents the damages associated with the commission of three assaults per year. In New Mexico, the median offender committed robberies at the rate of three per year (and no other offenses). In Arizona, the median offender committed burglaries (three per year), thefts (six per year), and car thefts (six per year).

Perhaps we should anticipate that the high incarceration states should have lower social costs per inmate because their prison systems would incarcerate relatively less serious offenders. This pattern generally holds for the surveys in 1979. As shown in Table 3.6, Texas’s crime rate, especially its violent crime rate, was low compared to the rates in California and Michigan. However, Texas’s incarceration rate was almost double that of California, and well above Michigan’s. Because Texas was more likely to incarcerate per unit of population and per unit of crime, as compared to Michigan and California, its inmates were on average less serious than those in Michigan and California. It
### Table 3.6. Median Crimes, Incarceration Rates, and Crime Rates in Six States and the United States

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Inmates/100,000</td>
<td>99</td>
<td>163</td>
<td>196</td>
<td>130</td>
<td>386</td>
<td>484</td>
<td>256</td>
<td>410*</td>
</tr>
<tr>
<td>Violent crime/100,000</td>
<td>811</td>
<td>614</td>
<td>568</td>
<td>535</td>
<td>689</td>
<td>624</td>
<td>853</td>
<td>611</td>
</tr>
<tr>
<td>Property crime/100,000</td>
<td>6,658</td>
<td>5,533</td>
<td>5,417</td>
<td>4,986</td>
<td>3,244</td>
<td>6,571</td>
<td>6,053</td>
<td>4,312</td>
</tr>
</tbody>
</table>

* State only; excludes federal inmates.

more prison, less crime?

appears that Texas had to reach deeper into the pool of offenders to obtain a higher incarceration rate.

This pattern, though, does not hold up for the three other states whose inmates were surveyed in the same year (New York, Arizona, and New Mexico). Here we can take advantage of the new cost estimates. New York’s incarceration rate per unit of population is roughly halfway between Arizona and New Mexico; thus, that factor cannot explain New York’s high offender costs. Also, the crime rates for these states (Table 3.6, rows 2 and 3) are not very helpful as explanatory factors. New Mexico has a high violent crime rate, compared to New York and Arizona. However, New York had recently experienced dramatic declines in violent crime. At the same time, Arizona and New Mexico have property crime rates nearly double that of New York. No clear pattern emerges here. But then the amount of variation among these three states is not large, at least when compared to the variation among the three states in the Rand Corporation sample.

The offenders going to prison in these three states exhibit two different patterns. Many high-rate offenders and many drug offenders take up New York’s prison space. In Arizona and New Mexico, the nondrug offenders have committed, on average, fewer crimes than their New York counterparts. (The median number of nondrug crimes committed by nondrug-only offenders is sixteen in New Mexico and fifteen in Arizona, compared to twenty-four in New York.) However, compared to New York, these two states imprison fewer drug-only offenders.

Changes over Time. This variation is the most relevant to our broader concerns because it bears directly on the issue of the impact of the buildup on crime rate. The data, though, are not ideally suited to the task, however, because the several studies do not use a uniform sampling procedure. To understand these differences, it is important to take into account the distinction between going to prison and being in prison, that is, between “flow” into prison and “stock” in prison. A stock sample is a cross section of inmates incarcerated at a point in time, whereas a flow sample is a cross section of inmates who have just been admitted to prison. It is generally safe to assume that the social costs of all inmates behind bars (stock) will be higher than incoming
inmates (flow). This would be true if judges assign longer sentences to offenders who inflict higher social costs – which is no doubt true. The Rand Corporation (California, Michigan, and Texas) and Wisconsin data are based on stock samples, that is, those in prison. The Manhattan Institute (Arizona, New Mexico, and New York) data are based on flow, which is to say, an admission cohort. The New Jersey inmates are halfway between flow and stock. They are stock in the sense they are in the prison population, but flow in that the sample was limited to recent arrivals (2 years or less in prison).

The overall problem is that the time order of the surveys correlates with the sampling procedure used: first, Rand Corporation (stock), followed by Wisconsin (stock), then New Jersey (stock/flow), and finally Manhattan Institute (flow).

The common metric across the six states and three time periods is the median number of crimes, as reported in Table 3.7. If we confine the analysis to stock samples only (to include the mixed case of New Jersey), the pattern provides mild support for the diminishing returns hypothesis. The median of 12 reported in Wisconsin and New Jersey was higher than the median of Texas, but less than the median of Michigan and considerably less than the median of California. If there was a strong pattern of diminishing returns, it did not show itself in these data.

The medians in New York (6), Arizona (6), and New Mexico (9) are smaller than those found in earlier studies. The extreme comparison is that California’s median of 42 is six times greater than New York’s and Arizona’s medians of 6 each. This is consistent with the hypothesis of diminishing returns. That is, if the most serious offenders are already in prison, then prison growth requires the criminal justice system to reach deeper into the pool of prison-eligible offenders, such that increases in incarceration are less and less cost effective. Yet, the Manhattan Institute data are flow data, whereas California’s data are stock data. Whether this fully accounts for the observed differences cannot be determined. Perhaps not, and somewhere in the buildup process, the “law” of diminishing returns took effect.

Conclusions on Who Goes to Prison
Arguing against the further prison expansion, at whatever level, is the principle of diminishing returns to scale. If the most serious offenders
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean number of nondrug crimes</td>
<td>258*</td>
<td>222*</td>
<td>107*</td>
<td>141</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Median number of nondrug crimes</td>
<td>42</td>
<td>17</td>
<td>9</td>
<td>12</td>
<td>12</td>
<td>6</td>
<td>6</td>
<td>9</td>
</tr>
</tbody>
</table>

* Rand Corporation computed high and low estimates. Following Zedlewski, low estimates are reported here.

are already in prison, prison growth requires the criminal justice system to reach deeper into the pool of prison-eligible offenders, such that increases in incarceration are less and less cost effective. When using data on “who” goes to prison to adjudicate the issue, this argument has a strong version and a weak version.

The strong version asserts that the buildup has turned U.S. prisons into a large reservoir of low-level offenders, most of whom have little business in being there. If this were the case, we would see two major effects. First, there would be a precipitous drop in the proportion of serious offenders behind bars. “Serious” is difficult to operationalize, but one measure is having committed a violent offense. Using this criterion, there was not a huge drop in the proportion of serious offenders behind bars. A slight majority of the prison growth resulted from the addition of more violent offenders. The overall proportion of violent offenders decreased somewhat, by about 10% over a 25-year period. Although this drop is not trivial, neither does it suggest a radical change in the composition of state prisons.

A second way to measure seriousness is to use the analytic tool of cost–benefit analysis. Nonserious could be defined as when that ratio is less than one; that is, for every dollar spent on incarcerating an inmate, society gets back somewhat less than a dollar. Yet the median costs of property and assault crimes in the five buildup samples – Wisconsin, New Jersey, New York, Arizona, and New Mexico – was more than $25,000, or the estimated cost of prison.

The soft version of the diminishing returns argument – the buildup has gone too far, or at least should go no further, or is imprisoning the wrong sorts of offenders – cannot be rejected based on the data examined in this chapter. First, the median number of crimes committed decreased over several studies, although this may be partially due to different sampling procedures.

Second, the proportion of drug-only offenders rose modestly among state inmates and dramatically among federal inmates. The main effect of imprisoning drug sellers, we believe, is to open the market for another seller. Numerous students of drug policy attest to the existence of this “replacement process.” Presumably, if the incarceration of drug offenders does make a dent in the drug market, we would expect to see an association between the number of drug offenders behind bars and the street price of drugs.
MORE PRISON, LESS CRIME?

The evidence is not encouraging. It is probably not enough to point out, as Steven Donziger and collaborators did, that the street price of cocaine has decreased since 1980, whereas the rates of incarceration have increased. One needs to know, as well, what the price of cocaine would have been in the absence of that enforcement level— and we do not. Furthermore, as Mark Moore points out, the “effective” price of a drug includes not only the drug’s cash price, but also the risk of imprisonment and other inconveniences and dangers associated with its purchase. At least for some potential drug sellers and users, prisons may have priced out that activity. Still, the data suggest that the market for illicit drugs has not been disrupted by increased incarceration. Thus, at least some prison beds currently occupied by drug offenders would be better reserved for high-rate property and violent offenders.

Third, the bottom one-fourth of the inmate population among inmates surveyed in Wisconsin, New Jersey, New York, Arizona, and New Mexico are less than most estimates of the cost of incarceration. This would suggest that society would benefit by placing this one-fourth of the inmate population in alternative correctional settings.

Let’s approach the same problem (the prison buildup/crime link) using a second methodology.

REGRESSION APPROACH

The major limitation of a “who goes to prison” approach is that it relies on a mental experiment: “What would be the result of not incarcerating those currently imprisoned?” The presumption is that more serious offenders behind bars today would cause fewer crimes tomorrow. But this is only a presumption, however reasonable. The advantage of a regression approach is that it permits us to examine actual changes in the world. We can see, quantitatively, where jurisdictions gain a measure of protection against crime by putting more of their offenders in prison.

Another advantage of a regression approach is that it allows for the buildup critics’ worst fear— that the buildup actually generates new crimes. We can distinguish two hypotheses along these lines, which we call the “less-less” hypothesis and the “crime augmentation” hypothesis. The less-less hypothesis is that, as the prison system continues to grow, we should anticipate diminishing marginal returns to the crime
control effect of imprisonment. Furthermore, the size of the diminishing returns will accelerate with ever-greater increases in imprisonment. We call this the less-less hypothesis because it implies the more prison, the smaller the crime reduction that results. This would be observed as the size of the statistical association between prison and crime declines with increasing levels of incarceration.

The crime augmentation hypothesis is that, beyond a certain level, additional increases in imprisonment will lead to higher levels of crime, not lower ones. Prison would be causing the problem it is meant to solve, like trying to douse a fire by throwing the most easily obtainable liquid on it, which happens to be gasoline. This would be observed as the statistical association between prison and crime shifting from negative to positive beyond some threshold level of incarceration.

**Regression Estimates**

The research literature generally models the statistical relationship between states’ incarceration rates and crime rates as an “elasticity.” In the present context, an elasticity is the percentage reduction in the crime rate brought about by percentage increase in the prison rate. For example, if the incarceration/crime elasticity is found to be −0.5, this would tell us that a 10% increase in the incarceration rate would result in a 5% drop in the crime rate.

The three “best” regression studies yield similar estimates – that the elasticity of crime with regard to the prison rate is between −0.159 and −0.55.27 That is, a 10% increase in the prison rate will result in a 1.6% to 5.5% drop in the crime rate. Specifically, Thomas Marvell and Carlisle Moody find an elasticity of −0.159, Steven Levitt finds an elasticity of −0.379 for violent crime and −0.261 for property crime, and Robert Witt and Anne Witte discovered an overall elasticity of −0.55. These three studies were conducted using similar data over similar time periods and somewhat different statistical models. The models all imposed an assumption of a constant elasticity, whereas the previous discussion suggests it is desirable to use a model flexible enough to allow for the elasticity to change with the scale of the prison population.

One researcher who directly considered a changing relationship between prison and crime is William Spelman, who argued that prisons
became a more effective force in reducing crime under conditions of the buildup.\textsuperscript{28} Unfortunately, Spelman’s model was not sufficiently flexible. Specifically, his model was constrained to find that the effect of prison on crime would be intensified with larger prison populations. This rules out the possibility of a crime reduction effect that gets smaller as incarceration increases. A full exploration of the relationship between prison and crime would allow for a wider array of possible impacts, including the possibility of a constant effect.

If Spelman’s analysis is flawed in its empirical implementation, it highlights the problem: the need to consider whether prison’s effectiveness changes with the scale of imprisonment rather than to assume that it would not vary over a period during which changes were dramatic.

**Liedka, Piehl, and Useem Results**

In work published with Raymond Liedka,\textsuperscript{29} we found that allowing for a nonconstant elasticity was important for drawing inference about the relationship between prison populations and crime rates. When we estimated the key relationships between prison populations and crime using state-level data from 1972 to 2000 and using models similar to those of Marvell and Moody, Levitt, and Witt and Witte, the results were within the same ballpark. From this, we conclude that the addition of another decade’s worth of data on prison growth has not drastically changed the conclusions drawn in the empirical literature of the mid-1990s.

However, when we estimated a model that encompasses a nonconstant elasticity, we found that the effect of incarceration did indeed depend on the scale of incarceration, rejecting the constant elasticity framework. We found negative elasticities at low rates of imprisonment, which become less negative as the incarceration rates get bigger, eventually reaching an inflection point where the elasticity turns positive. This inflection point occurs when a state’s incarceration rate is 3.25 persons per 1,000 population. This value might seem very low, but it actually corresponds to the seventy-eighth percentile of the observed state imprisonment rates.

It is harder to summarize the results of an elasticity that varies with the scale of the prison population precisely because the estimate is
nonconstant. Here we provide just a few of the results. At the median value of the state prison population, our preferred estimate indicates that a 10% increase in the incarceration rate would lower crime rates by 0.58%. However, at the twenty-fifth percentile of the state prison population, that same 10% increase would reduce crime rates by 1.12%, and at the seventy-fifth percentile, the reduction would only be 0.68%. At the highest levels of state prison population, at the ninetieth percentile and above, the prison/crime elasticity becomes positive, indicating a crime-augmentative effect. This pattern is robust to a wide range of alternative specifications of empirical models and is clearly consistent with the less-less hypothesis of diminishing proportional returns to the use of incarceration.

Note that these results go beyond the more typical claim of declining marginal returns. Rather, they document accelerating declining marginal returns, that is, a percent reduction in crime that gets smaller with ever-larger prison populations. As the prison population continues to increase, albeit at a slower rate, after three decades of phenomenal growth, these findings provide an important caution that for many jurisdictions, the point of accelerating declining marginal returns may have been reached.

In sum, at low to moderate levels of incarceration, the estimated elasticity is negative, indicating a crime control effect of imprisonment. At higher levels of incarceration, the negative elasticity gets weaker, sliding closer to zero, until it reaches a level whereupon the elasticity actually becomes positive, indicating a crime augmentation effect of further incarceration. The prison elasticity of crime declines with the scale of imprisonment. These results imply that (1) estimates from one time period cannot be extrapolated to other points in time with vastly different incarceration experience; (2) at low levels of incarceration, a constant elasticity model underestimates the negative relationship between incarceration and crime; and (3) at higher levels of incarceration, the constant elasticity model overstates the negative effect.

Finally, a caution about interpretation. An unavoidable issue in regressions of crime rates on incarceration rates is that of simultaneity bias. To interpret the estimates of a model as causal, one must view incarceration rates as exogenous to crime rates. However, it is plausible (even likely) that the process also operates in the opposite
MORE PRISON, LESS CRIME?

direction – that increases in crime rates eventually lead to a growth in the incarceration rate. When simultaneity occurs, the regression estimate of the effect of incarceration on crime will be understated. Although there have been attempts to solve the simultaneity problem, they have not been satisfactory.\(^3\) Because of concerns that our estimates may in part reflect simultaneity bias, we are cautious about interpreting their precise magnitudes. However, we are fully confident of the more general point that the effect of prison on crime depends on the scale of incarceration.

CONCLUSION

We have taken a long and winding road to get to our destination – a general conclusion about the effects of the buildup on crime. The extra miles have been worth it, we believe, because they allowed us to observe the purported cause and effect through several routes. And that effect (thankfully) looks about the same from each. With some confidence, we are able to draw two broad conclusions.

First, the prison buildup has not been all folly with regard to crime reduction. As we noted at the outset, even the sternest critics of the buildup harbored the belief that prison expansion would result in lowered crime rates – otherwise, why not tear down the walls now? Their intuition seems correct. The prison expansion has not lowered the “seriousness” of offenders sent to prison, at least in any sort of blanket way. This needs to be qualified by the observation that an increasing number of drug offenders are filling our prisons, especially federal prisons. This is worrisome to the critics and to us, too. In addition, the regression results bear out that the prison buildup has lowered the crime rate. Using data from the United States over 30 years, we find strong evidence of a negative relationship between prison size and the crime rate. In a phrase, more prison, less crime.

Second, the prison buildup has not been equally effective across the buildup period. The regression results showed not just declining marginal returns but acceleration in the declining marginal return to scale. These results should be central to any discussion of the scale of imprisonment in the United States. As the prison population continues to increase, albeit at a slower rate, after three decades of phenomenal
growth, these findings provide an important caution that for many jurisdictions the point of accelerating declining marginal returns may have set in. Any policy discussion of the appropriate scale of punishment should be concerned with the empirical impact of this expensive and intrusive government intervention.
CHAPTER FOUR

Prison Buildup and Disorder

Turning and Turning in the widening gyre
The falcon cannot hear the falconer;
Things fall apart; the centre cannot hold;
Mere anarchy is loosed upon the world.¹

There was in the France of 1789, the Russia of 1917, the Italy of 1922, the Germany of 1932, a vacuum of power which political nature abhors.²

During the course of the U.S. prison buildup and even toward its end, many criminologists predicted that the buildup would be extremely difficult if not impossible to implement, and that they expected a crisis of order exemplified by high rates of riots, violence, and escapes. Criminologist John Hagan warned that “increased imprisonment will lead to more disruptions and riots in prisons.”³ Based on this prediction, as well as a belief that prison does little to reduce crime, Hagan advocated that we should “have as few of these inherently unstable institutions as possible.”⁴ Similarly, Thomas Blomberg and Karol Lucken cautioned that we reap what we sow, now and into the future:

It does not appear likely that prisons will fare any better in the future. Rather, and quite the opposite, it appears that prisons will worsen in conditions and inmate consequences. . . . Prison riots, hostage taking, gang warfare, and inmate to inmate, inmate to staff, and staff to inmate violence are all increasingly routine aspects of everyday operations.⁵

At least during the buildup period, no one could have known what would happen behind bars as the number of prisoners climbed toward,
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and eventually surpassed, the 1 million mark. As noted in Chapter 3, a prison system of this scale had never been tried in human history. One possible outcome would have been the near collapse of authority, followed by chaos and a free-for-all struggle. Small islands of inmate solidarity, in the form of racial groups and gangs, would be pitted against each other. The rates of violence would escalate, and armed rebellion would be common. This is the outcome that the critics feared.

As an analogue, increasing scholarly and policy attention is being given to “failed states,” societies in which there is a partial or near total collapse of the central government. Weak or failing states typically experience violent civil strife, escalating crime rates, and an inability to control nonstate actors, such as tribal warlords, terrorists, and criminal gangs. They are tense, dangerous, chaotic, and lack credibility. U.S. corrections may have features of failed states. Its 1.4 million residents would (if congregated in one geographic area) be larger than forty-five countries in population size, and its $34 billion annual spending is on a par with the national budgets of Malaysia, Taiwan, and Argentina.

Another possibility would be the imposition of the Leviathan—Thomas Hobbes’s answer to the anarchy of a war of all against all. State officials, facing a collapse of authority behind bars, would impose increasingly repressive controls. We might expect that a growing proportion of inmates would be placed in maximum security, rather than in lower security, prisons. Supermax prisons, extremely high-security “prisons within prisons,” would be increasingly used to solve the problem of order. Rules would be tightened in other types of facilities. To again use a societywide analogue, the core feature of a revolutionary situation is uncertainty about whom and what policies will rule in the future. The Leviathan is one way to get out of a revolutionary situation, ordinarily chosen not as a matter of political philosophy, but because people are sickened by the lack of order and nothing else seems capable of restoring it. A correctional Leviathan may have been the only way to combat the chaos wrought by the buildup.

A third possibility would have been a successful transformation: the prison system would be much bigger, but no worse for it. Corrections leadership, seeing the costs of both widespread chaos and the Leviathan, may have been motivated to develop effective solutions. Perhaps they forged conditions in which the rates of prison violence
PRISON BUILDUP AND DISORDER

might even decline. An optimistic (but perhaps wholly unrealistic) forecast would be an absolute decline in disorder, as measured by the per annum number of riots or inmate-against-inmate murders.

Has the prison system become increasingly disorderly, dangerous, and insecure under conditions of buildup? The answer to this question is crucial. In the first place, there is the human toll of those injured or killed under conditions of disorder. Perhaps more important, prisons are instruments of law. What legal institutions do (and how they do it) may signal society’s underlying attitudes and establish norms. If prisons themselves are lawless, their expressive value in asserting the rule of law may be lost or even in the negative. Hagan’s premise is right: if prisons on a mass scale create high rates of disorder, then these failed institutions should be limited in scale. But Hagan and his fellow critics have not given their argument the simplest empirical test. We do this later in this chapter.

Before turning to the data, we review several studies of the conditions that produce order behind bars. This review shows that prisons are neither inherently stable nor inherently unstable institutions. Prisons can change from order to disorder, and the reverse, rather rapidly.

RESEARCH ON PRISON DISORDER

The field of prison studies is only slowly coming to understand how to create order behind bars while achieving other moral and collective goals such as the elimination of decrepit living conditions, protection of the public purse, and rehabilitation of inmates. Perhaps the fundamental insight, developed by a first generation of researchers such as Gresham Sykes, Erving Goffman, and Richard Cloward, is that prisons are a political community. They are, before they can achieve anything else, a system of cooperation – although a system that is authoritarian and hierarchical. Those in command – from the correctional officers in the cellblocks, up the chain of command to the prison’s middle managers and the warden, to the commissioner in the state capital – decide on and judge the course of action. The subordinates, the inmates, may experience policies and procedures as unpleasant and acts of force, but they typically accept the overall legitimacy of the situation. Although inmates may perform isolated acts of resistance, some
degree of voluntary cooperation on the part of inmates is necessary for prisons to operate and can be normally obtained.

The noteworthy defect of the early formulations of prison order was the position that state authorities could do little to alter the degree of political legitimacy, except by restraining their own managerial activism. This pessimism—state capacity is inherently low—was visible in Gresham Sykes’s theory of prison riots. Sykes argued:

1. The legal rewards and punishments that prison authorities can offer inmates are too few to secure their cooperation. In addition, prison authorities are hampered by the fact that prisons are required to pursue two conflicting goals. The need to maintain security interferes with efforts to rehabilitate inmates, and vice versa.

2. Given these difficulties, prison officials obtain inmate cooperation by a system of illicit rewards. Correctional officers allow contraband to circulate and disregard petty infractions by inmates. Inmates accept these minor illicit benefits, in return for which they keep the order. Inmate leaders, although never more than the best of a bad lot, help the administration to preserve order by restraining the more violent inmates.

3. From time to time, prison officials attempt to regain control over the prison by eliminating corruption and strictly enforcing rules. The reassertion of custodial control disrupts the inmates’ incentives to cooperate and undermines the established inmate leaders. Unstable, riot-prone inmates fill the power vacuum.

4. Ironically, the harder prison officials try to manage “by the book,” the less stable the system. Writing better procedures or hiring and training better managers are not effective options because of the inherent defects in prison: “The system breeds rebellion by attempting to enforce the system’s rules.”

The central policy lesson of Sykes’s analysis, on which John Hagan draws for his pessimistic buildup prediction, is that prison officials can do little to limit disorder once it is underway. The system is inherently frail. If too many more people are behind bars, personal violence and the threat of rebellions may crush the social order.
Research since the mid-1980s has sustained the basic insight that prisons are political communities requiring cooperation before they can achieve anything else. Prisons cannot operate by force alone. However, it has also shown that the degree of cooperation (1) varies from one prison to the next, from one correctional system to the next, and from one time to the next; (2) cannot be predicted based on abstract principles of prison social organization; and (3) depends on the will, strategies, and resources of the political community and correctional leadership. Studies advancing these points include the following.

**Prison Governance in Three States**

John DiIulio’s *Governing Prisons* was born in polemic opposition to the argument that prison governance structures can do little to improve, and much to harm, prison order. DiIulio examined prison management and the quality of prisons in Michigan, Texas, and California. Prison quality was measured using three criteria: order (rates of assault, murder, and riots); amenities (availability of wholesome food, clean cells, and recreational opportunities); and services (availability of vocational training, education, and work opportunities). These three outcome measures clustered together. Some prisons and prison systems were safe, humane, and treatment oriented, whereas others were tense, dangerous, and unproductive in changing inmates. This variation was observed: (1) among prison systems, by comparing Michigan, Texas, and California (intersystem variation); (2) between prisons within a single state, by comparing two California prisons (intrasystem variation); and (3) across time, by comparing Texas prisons at time “t” to Texas prisons at “t + 1” (historical variation).

The nonfindings were significant. The intersystem, intrasystem, and historical variations in amenity, service, and order could *not* be explained by these factors: the dangerousness of inmates, per-inmate spending, crowding levels, inmate-to-staff ratios, length of officer training, ethnic and racial composition of inmate population or correctional officers, and newness of prison and equipment. There was no evidence that prison disturbances were associated with efforts to tighten administration and eliminate corruption. Instead, the quality of correctional management appeared to be the key factor that could account for the variation. Specific features of “good management”
included leadership by a strong, stable set of correctional executives; commitment to a well-specified organizational mission; effectiveness in dealing with relevant outside actors, such as key legislators and community activists; and management in a security-driven manner.

Finally, whereas Sykes and coworkers had argued that prison’s task to rehabilitate inmates was undone by the need to maintain security, DiIulio’s findings suggest the opposite. Prisons with high levels of service and amenities provide more effective programming. This is because (1) order, amenities, and service share a common cause in effective management; (2) prisons with high levels of order can provide more effective programs; and (3) programming facilitates order by providing an opportunity for inmate–staff communication.

Governing Prisons paints a negative picture of judicial intervention in prison management, holding it partly responsible for a breakdown in institutional order in Texas prisons. Leo Carroll’s study of Rhode Island’s maximum security prison, Lawful Order, challenges DiIulio’s specific point about court intervention, while affirming his general position that the prison performance rests largely on the quality and strategy of management.

Governing Rhode Island’s Maximum Security Prison
From 1972 to 1977, Rhode Island’s only maximum security prison, Adult Correctional Institutions (ACI), experienced chaos and near-total collapse. A federal court had intervened, undermining the patriarchal authority that had previously been the basis of order. This was followed by a sharp upsurge in the level of inmate assaults against other inmates and staff, security lapses, and collective disorders. In September 1972, four inmates escaped, followed by a report that found security incredibly lax. In April 1973, inmates rioted, taking six hostages and causing $1 million in damage. By July 1975, almost 20% of the inmates were in protective custody. The chaos was made public through press reports: “scarcely a day passed without a major story in the newspapers concerning disorder in the prison. . . . Disturbances, riots, escapes of dangerous convicts, murders and job actions by correctional officers kept ACI in the headlines.”

These conditions of disorder were instrumental in causing, and were caused by, a deep division within the correctional polity. Correctional
officers, organized in a strong union beginning in 1971, believed the administration to be weak and given to inmate appeasement. As officers saw it, they had little choice but to take security into their own hands. For their part, the administration attributed their inability to restore order to the usurpation of management prerogatives by the union. For example, the union controlled the assignment of officers to their posts, allowing the most experienced officers to choose assignments with the least amount of contact with inmates. From time to time, tensions boiled over. In October 1975, correctional officers expressed outrage when the administration punished, lightly in their view, an inmate who had assaulted a correctional officer. Officers walked off the job and defied an order from the governor to return to work. The National Guard was brought in to run the unit for 2 days. Later the same month, four inmates brutally beat two other inmates with baseball bats. The incident occurred in the presence of ten officers, who refused to intervene out of fear that they might be assaulted. The administration took the position that it “is impossible to discipline and control inmates until you can discipline and control employees,” with the latter unattainable given the protections afforded to officers by their union.\footnote{Order began to be restored in 1978, again associated with a major legal intervention. In this period, however, the administration and the courts worked in alliance. Under new departmental leadership, staff training was increased, talented middle managers were recruited, and lines of authority and responsibility were strengthened. Old facilities were renovated. The leadership – judicial and correctional – took a strong stand with correctional officers. Those accused of brutality were suspended and indicted. When job actions followed, the courts issued injunctions and, when disobeyed, found the officers and unions in contempt. Eventually, the relations between management and labor were stabilized. All measures of disorder plummeted. By 1990, ACI was “remarkably safe and secure.”\footnote{To conclude, federal court intervention was a constant feature in Rhode Island’s correctional system from 1970 to 1990. In the first half of that period, ACI had features of a failed state. In the second half, a unified, mission-driven management effort, now including the federal courts, restored order.}}

Order began to be restored in 1978, again associated with a major legal intervention. In this period, however, the administration and the courts worked in alliance. Under new departmental leadership, staff training was increased, talented middle managers were recruited, and lines of authority and responsibility were strengthened. Old facilities were renovated. The leadership – judicial and correctional – took a strong stand with correctional officers. Those accused of brutality were suspended and indicted. When job actions followed, the courts issued injunctions and, when disobeyed, found the officers and unions in contempt. Eventually, the relations between management and labor were stabilized. All measures of disorder plummeted. By 1990, ACI was “remarkably safe and secure.”\footnote{To conclude, federal court intervention was a constant feature in Rhode Island’s correctional system from 1970 to 1990. In the first half of that period, ACI had features of a failed state. In the second half, a unified, mission-driven management effort, now including the federal courts, restored order.}
Prison Riots as Revolution

In two essays, Goldstone and Useem argued that a state-centered theory of revolution, developed to explain revolutions in entire societies, could also help account for prison riots. Specifically, prison riots were hypothesized to occur when prison administrators are unable to balance external demands imposed by state and national governments with internal demands from staff and inmates regarding conditions within prisons. This imbalance, in turn, is a by-product of five factors: (1) state, national, or judicial authorities impose new or increased demands on prison administrations without augmenting prison resources; (2) dissension and alienation among correctional staff, often resulting in high absenteeism and turnover, failure to follow prison routines, or harsh confrontations between officers and administration; (3) grievances among inmates that the conditions of their confinement are far worse than they should be, according to broadly visible and externally validated standards; (4) spread of inmate ideologies that undercut the legitimacy of the prison and unite inmates by providing them a common framework for opposition and justifying rebellion; and (5) actions by prison administration that inmates see as demonstrating the administration’s injustice, ineffectiveness, and vulnerability to inmate challenges. The two essays tested this argument against sixteen instances of prison riots, drawing on existing case studies and newly collected data.

The first essay examined thirteen riots that occurred in medium and high security prisons from 1952 to 1993. Although the case studies were not a random sample, they provided a reasonable variety in terms of type of facility and geography. They include the most notable riots of that 40-year period, such as those at State Prison of Southern Michigan (1952), Attica (1971), Penitentiary of New Mexico (1980), Camp Hill, Pennsylvania (1989), and Lucasville, Ohio (1993). Operational indicators were developed for each of the five key variables. Using these indicators, the conditions were rated in the thirteen prisons immediately prior to the riot and during a more stable time period some years before the riot. Quantitative analysis found that the five conditions were not equally present in all riot cases. However, in no case did a riot occur without at least three of the five conditions being present.
The second essay used the five-variable model to explain two cases of prison reform in the 1990s with widely divergent results. In the 1990s, the state of New Mexico privatized several prisons, and two prisons soon experienced riots. At about the same time, the New York City Department of Correction (NYCDOC) brought about reforms that ended many years of extremely high rates of individual and collective violence.

**New York City Department of Correction.** Although NYCDOC is a jail system, rather than a prison system, it held as many as 20,000 inmates in the mid-1990s, larger at that time than thirty-five state prison systems. The majority of inmates are housed on Rikers Island, located on the East River. From 1990 to 1995, the department had failed state features. Inmate stabbings and slashings were routine occurrences, averaging 137 incidents per month for the first 6 months of 1990. Correctional officers and inmates alike described conditions as extremely dangerous. Graffiti covered the walls, and the quality of medical and other services was abysmal. As a low-level indicator, correctional officers found it necessary to dry clean their uniforms often because they would absorb the prison’s foul odor. A major riot occurred in August 1990, precipitated by correctional officers blocking the only bridge to the island. They were protesting the administration’s overly restrictive (at least in their eyes) use-of-force policy and lenient treatment of several inmates who had assaulted an officer.

Starting in 1995, a new prison administration turned this around. The number of assaults decreased by more than 90%, and the fears of riot turned from rampant to nearly nonexistent. The quality of services improved dramatically. The transformation was achieved by the actions of the new administration attacking the root causes of disorder by (1) successfully balancing resources and demands on the administration and ending conflict with the city and the courts; (2) requiring wardens to be accountable for order in their prisons, which, in turn, won the support of middle managers and correctional officers; (3) clamping down on inmate violence and gang membership, while improving medical and other services; (4) undercutting an inmate ideology that the system is out of control and therefore anything goes; and (5) skillfully managing the implementation of these reforms, so
that both inmates and officers perceived the restoration of order as in their interests.

**Privatization of New Mexico Prisons.** As a result of the 1980 riot at the Penitentiary of New Mexico, New Mexico’s prisons were some of the most expensive in the United States, despite the state’s ranking near the bottom on most economic indicators. To control costs, the state decided to build new private prisons in 1998. This effort led to two major riots in the private prisons under state authority. The efforts faltered for these reasons: (1) state government was divided over the legitimacy of putting state inmates in private correctional facilities; (2) staff loyalty in the private facilities was low because corrections staff were newly recruited and given less pay and less training than were officers in public prisons; (3) inmates in private prisons, as a matter of state policy, were afforded fewer amenities than inmates in state prisons; (4) in one prison, Native American inmates developed an ideology that the private prisons were illegitimately interfering with their religious practices. The ideology was reinforced by the state legislation giving Native American inmates specific religious rights. In both prisons, an ideology of deprivation was amplified by continuing debate over the legitimacy of privatization; and (5) prison authorities and state officials were lax in responding to provocations and violent behavior by inmates.

Goldstone and Useem argued that prisons have characteristics of societies, a point returning to Sykes and his colleagues. In contradiction, however, they asserted that prison order could be deliberately forged, without turning power over to inmates, by addressing the five conditions for stability.

**Crowding, Inmate Transfers, and Rioting**

On April 24, 2007, a riot broke out at a prison in Indiana, which, like the most recent ones in New Mexico, occurred in a privately managed prison. As background, in 2006, California held 172,000 inmates in a space designed for 100,000. To help relieve the overflow, California contracted to transfer inmates to Indiana, where there were more cells than inmates. A California state court, however, prohibited the transfer. Arizona was in a similar predicament and sought the same
solution. Its prison population was increasing at a rate of 160 inmates per month, but the state had funded for a growth rate of only 100 inmates per month. With a shortage of beds in the thousands, requiring the state to take measures that included setting up tent units and placing two inmates in cells designed for one, in March 2007, Arizona contracted with Indiana to transfer 1,260 medium security prisoners. The transfer began without court intervention.

Soon after the first 630 Arizona inmates arrived in Indiana, a major riot broke out at the private facility housing them, the New Castle Correctional Facility (NCCF). The riot began when a group of inmates defied orders to wear their prison-issued uniforms before entering the mess hall. They pushed their way through staff. Meanwhile, inmates in a housing unit, hearing the commotion, broke through security windows and locked doors to join the disturbance. In all, about 500 prisoners overwhelmed correctional officers and took over a portion of the facility. The facility’s emergency response team formed a skirmish line, firing warning shots to contain the disturbance. About 2 hours later, an assault team retook the prison with little inmate resistance.

The disturbance appears to have conformed to the pattern of prison riots identified in earlier studies. Consistent with DiIulio’s nonfindings, the NCCF was relatively new (it opened in April 2002); the inmates were selected for transfer by Arizona because they were considered nonviolent, low-threat inmates; and crowding in the Indiana prison was not an issue (almost one-half of the NCCF facility had been unused). Consistent with other work on prison riots, the events flowed from action of state and prison officials, which created widespread prisoner grievance regarding administrative actions, not just imprisonment per se. Specifically, the following factors appear to have contributed to the disturbance: (1) Arizona offenders were not informed that the conditions in Indiana would be harsher than their home state, nor were they told that efforts were underway to increase programming and privileges; (2) Arizona prisoners were not only being forcibly transferred a great distance away from their home communities, as they did not volunteer to move to Indiana, but this transfer was done very rapidly, increasing the shock. Many inmates were unable to say goodbye to family and friends; (3) At least in recent years, many correctional practitioners assert that locating prisoners in prisons near their
homes increases the chances of successful prisoner reentry, casting
doubt on the legitimacy of inter-state transfers;\textsuperscript{29} (4) a large number
of NCCF staff were inexperienced, including some in key managerial
positions. Also, during the 6 weeks prior to the riot, Arizona sent five
different staff members to act as monitors at NCCF, contributing to a
sense of instability; and (5) the prison’s security doors and windows
were below correctional standards for strength for the classification of
the inmates being housed, allowing inmates to penetrate them.

In summary, the transfer of inmates from one state to another
inevitably imposes new hardships on inmates. In this instance, efforts
to explain and justify those hardships, in both words and program-
ming, although underway, were not sufficient to forestall a rebellion.
If the transfer was to be done with “all deliberate speed” the emphasis
was on speed.

**RESEARCH SUMMARY**

Since the mid-1960s, researchers have made significant gains in understand-
ning the social dynamics of prisons. We believe that this body of
research yields several insights that are helpful for thinking about the
effect of buildup on prison order.

First, prisons are systems of cooperation. Those in power – a line of
authority running from correctional officers on prison floors, through
the warden, to the commissioner in the state capitol, the governor, and,
ultimately, to free citizens – make decisions and evaluate the course
of events. Their subordinates, the inmates, may find those decisions
unpleasant, but accept their legitimacy most of the time. Inmates rec-
ognize that they would do little different if they were in power. When
legitimacy declines – when inmates come to believe that they would
do things differently if in power – individual and collective resistance
may mount. Resistance may further impede, disrupt, or even threaten
to destroy the system of cooperation.

Second, there is a great deal of variation in the degree of order
achieved by U.S. prisons. At one extreme, some prisons are a Hobbe-
sian world of unrelenting strife. Like failed states, these prisons are
tense, unpleasant, and dangerous. Buildup critics were well founded
in their concern that the buildup would produce mass disorder. Things
fall apart. At the other end, some prisons are safe, orderly, and productive. Things may come together; the center holds. It is possible that the correctional and political leadership may have met the challenge posed by the buildup.

Third, the causes of disorder do not lie in the inherent defects of prison, unalterable “structural” conditions, or even the violent nature of inmates. This is implied by the fact that prisons and prison systems can turn from order to disorder, or the reverse, fairly rapidly. Agency looms large: people running prisons can change the conditions that produce order. It can be created, or destroyed, by altering the relationships among prison management, staff, inmates, and outside authorities.

Finally, two big questions can be asked about order behind bars. One is what causes variation in order from one prison (or prison system) to the next. Researchers answer this question by identifying the factors that distinguish prisons (or prison systems) that have high rates of disorder from those that have low rates. A second question (not reducible to the first) is whether corrections as a whole has become safer, or more dangerous, over time. This can be answered by tracking indicators of order over time, which is our next task.

To summarize, buildup critics suggested that prisons would collapse under the weight of more and more prisoners. In our view, this position does not take advantage of the empirical work on the conditions of prison order or on broader theories of societywide disorder. Although this work emphasizes variation in state capacity, it offers no specific prediction about whether order will decrease or increase with a substantial population increase. Rather, it suggests that the outcome will depend on institutional leadership and whether it can solve the problems that the buildup poses. This research also predicts that various measures of order should track together because of the operations of a causal variable of broad scope. We first consider the incidence of prison riots, and then turn to individual-level indicators of order.

WHAT IS A PRISON RIOT?

Dual power – having two political blocs claim sovereignty over the same territory – is the core feature of a revolutionary situation. Likewise,
the central feature of a prison riot is dual power: inmates claim to control prison territory, at least for a time. Accordingly, we use the following operational definition: a prison riot occurs when prison authorities lose control of a significant number of prisoners in a significant area of the prison for a significant amount of time. The task of prison authorities is to end the institutional confusion with a minimum of casualties for all parties and other costs to the state. The task of prison rioters is to perpetuate their control, at least until they are exhausted or have achieved their collective or personal goals.

We used the following indicators to identify prison riots that occurred from 1970 to 2005. A prison riot is an incident (1) involving thirty inmates or more, (2) lasting 30 minutes or longer, (3) resulting in serious injury or significant property damage, and/or (4) involving inmates taking hostages or using force to expel correctional authorities from a section of the prison. The data are from four major newspapers that are indexed over the relevant period: the New York Times, the Washington Post, the Chicago Tribune, and the Christian Science Monitor. 31

The prediction that society should expect an escalation in the number of prison riots with the buildup could hardly have done worse. Both the absolute number of riots and the ratio of inmates to riots declined, as shown in Figure 4.1. By the twentieth century’s end, prison riots had become increasingly rare. 32 What explains this?
The simplest explanation is demographics: the buildup brought increasingly less violent offenders into the prisons. Such inmates, in turn, are less likely to riot. Although there may be something to this explanation, it does not get us very far. From Chapter 3, we know that while the proportion of inmates who had committed violent offenses declined somewhat over the buildup period, this group grew in absolute numbers more than any other category. If demographics were the driving force, there would have been a large increase in the absolute number of riots and a modest decline in the ratio of riots to total inmates. In fact, the decline in the number of prison riots was steep, and the decline in the ratio of riots to inmates was even steeper. In the period under consideration, there is a strong negative association between the frequency of prison riots and the imprisonment numbers, however denominated.

An alternative hypothesis is that riots declined because prison and state authorities improved their political and management capability to meet the buildup challenge. If prison riots are a sign of state disorganization, then the declining incidence of riots suggests greater political capability. It would be impossible to measure, at least retrospectively, political and management capability across the many jurisdictions and many years involved in the buildup analysis. Here, however, we can rely on the earlier studies cited previously. A key finding of this work is the existence of covariation between riots and individual rates of disorder. This is because they share a common cause: the quality and degree of government. At one end are prisons as failed states; at the other are prisons led by a coherent stable, effective management team supported by external political authorities. If indeed, we observe that the incidence of riots and rates of individual disorder change together over time, this would suggest the operation of this common cause. This interpretation will gain credibility if we can rule out alternative explanations for the covariation.

INDIVIDUAL-LEVEL DISORDER

Critics of the buildup argued that the buildup would cause increases in both the rates of collective disorder and signs of individual-level disorder. The figures and tables in this section test this position, by showing
the trends in the rates of inmate homicides, inmate suicides, staff homicides, escapes, and inmates in protective custody. The denominator in all five rates is the prison population of the reporting jurisdictions. (Some states have missing data for some years.) We believe that this is the right denominator for the purposes at hand, even though the prison population became somewhat less violent in this period.

First, the critics argued that the buildup would result in a prison population that is ungovernable. Loïc Wacquant, for example, reports that prisons have become an “often unsafe and violent social jungle,” characterized by “increased levels of interpersonal and group brutality.”

This position implies that prison life was becoming degraded, on average, across all inmates. Second, the purpose of these performance measures is to capture whether prison authorities can govern the prison populations assigned to them, whatever their size and composition. If the relevant question is whether prisons are doing what they have been asked to do, this is best measured by the ratio of incidents to total population.

Crime researchers, when they are especially concerned about the validity of their data, typically turn to homicide as the best measured crime. Figure 4.2 shows a 94% decline in the rate of inmate homicides over three decades among state inmates. In 1973, there were 63 homicides per 100,000 state inmates. In 1990, there were 8, and in 2003, the homicide rate dropped further to 4. The chances of being murdered behind bars decreased, not increased, with the buildup. To highlight the magnitude of the change, in 1973, the homicide rate in prison (63 per 100,000) was seven times the homicide rate of the U.S. resident population (9 per 100,000). During 2003, the homicide rate in prison (4 per 100,000) was lower than for the U.S. resident population (6 per 100,000). This decrease in prison homicide could not be accounted for by prison demographics. Although the drop in the inmate homicide rate was large, the change in the composition of inmates was small.

Prison suicide rates also dropped sharply. Figure 4.2 shows that, in 1980, there were 34 inmate suicides per 100,000 inmates. This rate decreased to 16 suicides per 100,000 in 1990, and has remained stable since then.

Figure 4.3 reveals a similar drop in the number of staff killed by inmates. In 1982, nine staff were murdered, or a ratio of 22.3 murders per 1,000,000 inmates. There followed an almost steady decline. By 1999, there were two staff murders, or a ratio of 1.6 murders per 1,000,000 inmates. In 2000 and 2001, inmates murdered no staff. To
put the decrease in a broader context, Figure 4.3 also shows the number of sworn law enforcement officers killed per 10 million resident population over the same period. Between 1982 and 2001, this ratio was cut by one-half. Although a significant decline, it does not compare to the decline in corrections.

The same pattern holds for escapes, an obvious indicator of weak security. Figure 4.4 shows that, in 1981, there were 12.4 escapes per 1,000 inmates in U.S. prisons. By 2001, the ratio had declined to 0.5 escapes per 1,000 inmates.38 Figure 4.5 shows the proportion of inmates in protective custody.39 In 1980, there were 27 inmates in protective custody per 1,000 inmates. By 2001, there were 8 inmates in protective custody per 1,000 inmates.

As a final check on these trends, Table 4.1 reports data collected by the U.S. Bureau of the Census for the BJS. These data have been collected in 5- or 6-year intervals. Although the first Census of Prisons was conducted in 1974, disorder data were first gathered in 1984. The 1984 census collected data from state prisons only, so we exclude data from federal prisons, which were not collected until 1990—well into the buildup.

The first two rows of Table 4.1 show that although the number of inmate assaults against other inmates and staff increased with the buildup, the ratio of assaults to inmates declined. In 1984, there were 43.0 assaults on inmates per 1,000 inmates; this declined to 28.8 by
2000. The number of assaults against staff declined slightly, from about 17 per 1,000 inmates to about 15 assaults per 1,000 inmates.

The third row of Table 4.1 reports data on the incidence of predominantly low-level collective disorders. We collapse together three categories of disorders: (1) "major disturbances" or "riots" (incidents involving five or more inmates that resulted in serious injury or significant property damage),\(^{19}\) (2) arson incidents (deliberately set fires that resulted in damage exceeding $200), and (3) "other disruptions" (e.g., hunger strikes, work slowdowns). We believe that because the BJS defined "riot" so broadly, it is sensible to use the more inclusive

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Assault on inmates/assaults per 1,000 inmates</td>
<td>15.320</td>
<td>21.184</td>
<td>23.654</td>
<td>30.219</td>
</tr>
<tr>
<td>Assaults on staff/assaults per 1,000 inmates</td>
<td>43.0</td>
<td>33.0</td>
<td>27.3</td>
<td>28.8</td>
</tr>
<tr>
<td>Disturbances and arsons/disturbances and arsons per 1,000 inmates</td>
<td>6.018</td>
<td>10.562</td>
<td>12.730</td>
<td>15.650</td>
</tr>
<tr>
<td></td>
<td>16.9</td>
<td>16.5</td>
<td>14.7</td>
<td>14.9</td>
</tr>
<tr>
<td></td>
<td>2.821</td>
<td>6.587</td>
<td>2.748</td>
<td>1.494</td>
</tr>
<tr>
<td></td>
<td>7.9</td>
<td>10.3</td>
<td>3.2</td>
<td>1.4</td>
</tr>
</tbody>
</table>

Source: U.S. Department of Justice, Bureau of Justice Statistics, Census of State Correctional Facilities, various years, data holdings, National Archive of Criminal Justice Data.
category of disturbances. For example, a brawl among a half-dozen inmates would qualify as a “riot” under the BJS definition, yet this is not an event that we would normally recognize as a riot. Although some of the events captured by this category will be full-fledged riots, the vast majority will not be. In any case, there was a substantial increase in the number of disturbances and arsons between 1984 and 1990. This growth was more than reversed, however, by 1995. In 2000, the ratio of incidents to inmates was about one-fifth of its 1984 level.

To conclude, all measures point in the same direction – away from the position that the prison buildup caused increasing rates of individual-level and collective-level disorder. In fact, most measures show that prisons became safer and less likely to experience riots and disturbances. This trend, in turn, suggests that correctional leadership and management became more effective in organizing their activities. We should consider alternative explanations.

LESS-THAN-LETHAL VIOLENCE

A recent report, issued by the Commission on Safety and Abuse in America’s Prisons, acknowledges that the rates of lethal violence in U.S. prisons have declined in recent years. The report, however, goes on to point out that there may be significant unmeasured nonlethal violence and abuse occurring behind bars. They raised this possibility based on two sorts of considerations.

One was testimony given to the commission, as they held hearings in four regions of the country, by current and former corrections officials, policy makers, academic researchers, community activists, and a small number of ex-prisoners. They also received written submissions from interested parties. Some correctional officers reported that they were in near constant fear of being assaulted, and ex-prisoners and prisoner family members described patterns of gang violence, rape, beatings by officers, and illegal strip searches. For example, the mother of a deceased inmate stated that her son “was a human being who got less [medical] treatment than the dogs receive at the local animal rescue center.” These are deeply troubling observations. Still, there may have been a selection bias, in which potential witnesses or writers who did not perceive a pattern of abuse would not take the trouble to
express their views. The commission’s approach was not designed to measure general patterns of behavior.44

Second, the commission argues that “to precisely measure the . . . universe of non-lethal violence is practically impossible given how we collect data today.”45 This is certainly true, but “precisely measure” is an exceptionally high standard. Several crude measures are available, which may allow us to see whether the buildup has given rise to more violence behind bars.

The 1997 BJS Survey of Inmates asks a representative sample of federal and state inmates two relevant questions: (1) “How safe do you feel from being hit, punched, or assaulted by other inmates?” and (2) “How safe is it here compared to the streets around where you lived?” Tables 4.2 and 4.3 separately report the results for both state and federal inmates. If fear is widespread, we should expect to see large majorities of inmates reporting that they do not feel safe from other inmates and that their home streets are much safer than prison. This expectation is not borne out.

### TABLE 4.2. Inmate Safety from Assault: How safe do you feel from being hit, punched, or assaulted by other inmates?

<table>
<thead>
<tr>
<th></th>
<th>State (%)</th>
<th>Federal (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Unsafe</td>
<td>12.0</td>
<td>5.9</td>
</tr>
<tr>
<td>Somewhat unsafe</td>
<td>8.5</td>
<td>4.0</td>
</tr>
<tr>
<td>Neither safe nor unsafe</td>
<td>10.4</td>
<td>7.7</td>
</tr>
<tr>
<td>Somewhat safe</td>
<td>20.4</td>
<td>17.6</td>
</tr>
<tr>
<td>Safe</td>
<td>48.6</td>
<td>64.8</td>
</tr>
</tbody>
</table>


### TABLE 4.3. Prison Safety versus Streets: How safe is it compared to the streets around where you lived?

<table>
<thead>
<tr>
<th></th>
<th>State (%)</th>
<th>Federal (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Here is safer</td>
<td>26.5</td>
<td>26.4</td>
</tr>
<tr>
<td>Streets are safer</td>
<td>44.6</td>
<td>39.5</td>
</tr>
<tr>
<td>About the same</td>
<td>23.7</td>
<td>34.1</td>
</tr>
</tbody>
</table>


<table>
<thead>
<tr>
<th></th>
<th>1991</th>
<th>1997</th>
<th>2004</th>
</tr>
</thead>
<tbody>
<tr>
<td>Physical assault on a correctional officer or other staff member</td>
<td>9.9</td>
<td>7.7</td>
<td>5.9</td>
</tr>
<tr>
<td>Verbal assault on a correctional officer or other staff member</td>
<td>25.2</td>
<td>21.4</td>
<td>16.6</td>
</tr>
<tr>
<td>Physical assault on another inmate</td>
<td>32.1</td>
<td>25.7</td>
<td>25.7</td>
</tr>
<tr>
<td>Verbal assault on another inmate</td>
<td>8.2</td>
<td>9.3</td>
<td>10.0</td>
</tr>
</tbody>
</table>

Note:
1991: Since your admission, were you found guilty of:
1997: Since your admission, have you been written up or formally charged with:
2004: Since your admission, have you been written up or been found guilty of:

Table 4.2 shows that about one in five state inmates and one in ten federal inmates report feeling either unsafe or somewhat unsafe from assault by other inmates. Although this lack of personal security is worrisome, almost 70% of state inmates and more than 80% of federal inmates report that they feel “safe” or “somewhat safe.” In Table 4.3, we see that a significant minority of state inmates and federal inmates, 45% and 40%, respectively, consider the streets to be safer than prison. This leaves a majority in both systems who report that the state and federal prisons are safer or about the same in safety as the streets. It would be helpful to see how these questions track over time, but those data are unavailable.

A second sort of indicator is the proportions of inmates who report that they have been charged with, or been found guilty of, assaulting other inmates or staff. The BJS Survey of Inmates began to ask a set of questions along these lines in 1991, repeating them in roughly the same form in 1997 and 2004. We limit our consideration here to state inmates. The first column in Table 4.4 shows that, in 1991, almost 10% of state inmates reported that they had been found guilty of a physical assault against a correctional officer, 25% had been found guilty of a verbal assault against a correctional officer, 32% had been found guilty of a physical assault on another inmate, and 8% had been found guilty of a verbal assault on another inmate. These figures suggest a lot of contention and interpersonal aggression,
reinforcing the commission’s concern of a hostile environment behind bars.

The second and third columns in Table 4.4 show the results of nearly the same set of questions being asked in 1997 and 2004, although the wording has been broadened to include both those found guilty of assaults and those “written up” for assaults. By 2004, the proportion who reported that they had been written up (the broader category) or found guilty of physical assault against a correctional officer had declined to 6%; verbal assault on a correctional officer, 17%; physical assault on another inmate, 26%; and verbal assault on another inmate, 10%.

The Corrections Yearbook provides an alternate source of data on the number of inmate assaults against staff and other inmates for the years 1986 through 2001. However, for the years 1986 through 1993, the Corrections Yearbook did not maintain consistent criteria for classifying an event as an assault. It standardized its criteria for assaults starting with the collection of the 1994 data, reporting (as it had in 1986) the total number of assaults against staff and inmates. In 1994, there were 16.1 total assaults against staff per 1,000 state inmates and 28.5 total assaults against inmates per 1,000 state inmates. By 2001, these rates had declined slightly to 15.1 total assaults against staff per 1,000 state inmates, and 26.7 total assaults against inmates per 1,000 state inmates. For what it is worth, in 1986, there were 25.5 total assaults against staff per 1,000 inmates, and 36.6 total assaults against inmates per 1,000 inmates.

The Corrections Yearbook warns readers to interpret its assault data cautiously because agencies may count assaults differently. For our purposes, this is less problematic than if agencies change their criteria for what constitutes assault over time. Taking these caveats into account, the data can nonetheless be read as showing no substantial increase in the level of assaults associated with the buildup, at least in its later stages.

In sum, nonlethal violence does not appear to have escalated along with the prison buildup. That is a somewhat different question than whether its level is acceptable. The Commission on Safety and Abuse argues that it is too high. We agree that greater efforts should be made for additional gains.
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Table 4.5. Percentage of Inmates in State Confinement Facilities by Security Level of Facilities, 1974–2000

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Maximum security</td>
<td>44.5</td>
<td>51.7</td>
<td>43.7</td>
<td>38.0</td>
<td>38.9</td>
<td>38.4</td>
</tr>
<tr>
<td>Medium security</td>
<td>37.6</td>
<td>37.4</td>
<td>44.3</td>
<td>49.2</td>
<td>49.6</td>
<td>46.8</td>
</tr>
<tr>
<td>Minimum security</td>
<td>17.9</td>
<td>10.8</td>
<td>11.8</td>
<td>11.5</td>
<td>11.5</td>
<td>14.8</td>
</tr>
</tbody>
</table>

Note: The early-year censuses excluded federal prisons. To achieve comparability, federal prisons are excluded for all years.


Creating Order Through the Leviathan

We noted at the outset that one solution to the problem of order is to create an increasingly repressive prison system. The rates of disorder may have declined over the buildup period, not because of improved governance, but because prison authorities imposed increasingly repressive circumstances, a correctional Leviathan.

One step toward the Leviathan would be to increase the proportion of inmates in maximum security facilities. Table 4.5 shows a modest trend running in the reverse direction. In 1974, about 44% of the inmates in state confinement facilities were housed in maximum security prisons; by 2000, this percentage declined to about 38%. It would be incorrect to argue, from these data alone, that U.S. prisons were becoming less repressive; the shifts may reflect the changing character of the inmate population. The relevant point, however, is that there is little evidence of a correctional Leviathan as the instrument achieving order.

Another indicator of repressiveness is the proportion of inmates in administrative segregation. The trend is in the wrong direction to support the idea that order was achieved through repression. As shown in Figure 4.6, in 1982, there were 5.4 inmates per 100 inmates in administrative segregation. By 2001, this proportion had dropped slightly to 5.2.50
Finally, we need to consider the proliferation of super maximum security prisons (or “supermaxes”) in the late 1980s and 1990s as an explanation for the decreasing rates of disorder. Supermaxes are extremely high security facilities, in effect, prisons within prisons. \(^{51}\) Inmates typically spend 23 hours a day locked in their cells and have little or no contact with other inmates. Services to inmates, such as food and medical care, are provided to inmates in their cells. When inmates are taken out of their cells, they are usually handcuffed, shackled, and escorted by a four-person team. Inmates most often are allowed to exercise in a small fenced-in yard.

Supermax prisons have become common in U.S. corrections. In 1984, the U.S. Penitentiary in Marion, Illinois, was the only supermax prison in the country. By 1999, thirty-four states and the Federal Bureau of Prisons had supermax prisons, holding just more than 20,000 inmates, or 1.8% of the total prison population. \(^{52}\) How much of the decline in disorder in U.S. prisons can be attributed to the proliferation of supermaxes?

Supermax prisons certainly incapacitate those so confined, and they may deter general population inmates from committing in-prison crimes, trying to escape, or starting prison riots. This is their organizational mission. Conversely, some have argued that supermax prisons may actually increase disorder and prison riots. This position has been developed most fully by Leena Kurki and Norval Morris. \(^{53}\) They state...
that prison order is achieved by engendering a sense of justice among inmates, a point (as argued previously) supported by the evidence. But, according to Kurki and Morris, inmates see supermax prisons as unjustly harsh. Hence, rather than creating order, supermaxes paradoxically undercut it. Similarly, Roy King hypothesizes that, “ever more repressive response to violence – of which supermax is but the latest expression – sets up a vicious circle of intolerance which is doomed to make matters worse.”

Hans Toch notes that supermaxes may brutalize correctional officers by having them treat inmates as objects rather than people. Jesenia Pizarro and Vanja Stenius attack supermaxes from a somewhat different angle: they damage inmates’ mental health, making order more difficult to achieve.

Jonathan Simon likewise comments, “inmates held for long periods under ‘supermax’ style regimes are at greater risk for behavioral abnormalities.” Although these authors provide little systematic evidence to support their arguments that supermaxes have negative effects on order, they are convincing that it should not be taken for granted that supermaxes have positive effects on order.

To date, Chad Briggs, Jody Sundt, and Thomas Castellano have conducted the only test of effect of supermaxes on order in correctional systems. They selected four correctional systems to study, based in part on the availability of reliable data on violence over time. Three of the systems (Arizona, Illinois, and Minnesota) had opened a supermax in the time period covered. A fourth system (Utah) had not, providing a comparison system. They asked whether inmate-against-inmate and inmate-against-staff violence declined, systemwide, after a supermax facility opened. A formal data analysis found little effect. Specifically, the opening of a supermax did not reduce the level of inmate-against-inmate assaults. Inmates were no safer after the opening of a supermax than before. The opening of supermaxes had mixed effects on inmate-against-staff violence. The opening of a supermax left unaffected inmate-against-staff assaults in one prison system, decreased it in another, and increased it in a third.

This study, based on a small number of states, cannot definitely answer the question of whether supermaxes have a negative effect on prison violence. Not only is the number of cases studied small, but also
the states implementing supermaxes are unlikely to be a random sample of states, and the timing may be nonrandom as well. Far-sighted correctional administrators may open a supermax when they anticipate an increase in violence. Thus, the finding that inmate-against-inmate violence did not change after supermaxes are introduced may be because they suppressed otherwise increasing rates of violence. Yet, even if supermaxes do have a negative effect on violence, which somehow Briggs’s study did not pick up on, that effect would be small. If supermaxes were a major causal force in the broader trend toward order, some trace of that effect is likely to have shown up in Briggs’s excellent analysis.\footnote{68}

\textbf{Other Developments during the Buildup}

The case studies of correctional reform cited previously, from Sykes to DiIulio to Carroll and Goldstone and Useem, all suggest that the quality of prison moves with the quality of prison leadership and management. In this section, we elaborate on this point in the context of the prison buildup.

\textbf{Prison Buildup and Judicial Intervention.} A great deal of work has been done on court intervention in prisons during the buildup period. Courts get involved in regulating or even taking control of a prison or prison system in response to inmate litigation, which can be filed by an individual or on behalf of a class of inmates. Sometimes this litigation addresses a limited concern, whereas in other cases the list of concerns is so broad that the court may attack the “totality of conditions.” In these broader situations, courts attempt “structural reform” of a prison or set of prisons. Inmate suits may be filed in state or federal courts; there are many, many inmate suits filed each year, most of which are dismissed. Those that proceed may result either in a settlement before trial or in a court judgment.

Two excellent studies are by Malcolm Feeley and Edwin Rubin, who examine prison reform cases that occurred between 1965 and 1980, and by Margo Schlanger, who reports on more recent experiences.\footnote{61} Without delving fully into this impressive body of scholarship, several points can be made about it with regard to the issues at hand.
First, surprisingly little headway has been made on the issue most relevant to us, whether judicial intervention as a whole has been a major independent variable causing the prison system to transform itself. This lacuna is forthrightly noted by Feeley and Rubin, who, in a recent essay, comment about their earlier book, “We did not . . . advance any claim about whether judicial policy making, either in prison reform cases or in general, is actually effective.” Feeley and Rubin go on, in this recent essay, to try to fill this gap, but the evidence adduced focuses on the effectiveness of specific interventions, rather than the impact of judicial intervention on corrections as a whole. Indeed, Feeley and Rubin comment, after describing the effectiveness of a particular intervention (Arkansas Department of Corrections), “prisons throughout the United States remain brutal institutions, permitting inmates to be subjected to sexual predators and violence.” They provide no aggregate evidence on this point.

Second, the main thrust of Schlanger’s study is that “litigation is about compensation for injured parties.” That is, the proof is whether the judicial system allows inmates to express their legitimate grievance in court and receive a fair hearing. Schlanger assesses whether 1996 legislation intended to reduce frivolous litigation, the Prisoner Reform Litigation Act (PRLA), achieved its purposes or has had perverse consequences. She provides considerable quantitative and qualitative data to show that the PRLA reduced (by about 40%) inmate litigation, but failed to distinguish meritorious from bad cases.

Schlanger goes on to consider the broad effect of inmate litigation on the correctional system. She argues that inmate litigation has had two major effects on the prison system. One is to require prison officials to govern in a more rational manner, rather than exercising rule arbitrarily and according to whim. She asserts that prisons improve their performance when they must follow written rules, stated policies, and procedures for accountability. Second, inmate litigation deters prison officials from violating rules and engaging in other acts that would otherwise damage inmates. Prison officials seek to avoid litigation, if only because of its monetary costs, which causes them to straighten up their act. Schlanger, however, does not directly address the issue most relevant to this chapter, the aggregate effect of litigation.
on prison order over time. For what it is worth, the correctional officials she interviewed, on a whole, told her that inmate litigation is effective “mostly around the edges.”

To conclude, Feeley and Rubin and Schlanger, as well as many other scholars, make a strong argument – richly detailed in case studies, augmented by some quantitative evidence – that judicial intervention has been a progressive force in transforming the prison system during the buildup period. Prisons have improved because inmates sue and judges take control over them when conditions are egregious. This position, however, is consistent with the one developed here – the crucial role of correctional leadership – if one broadens the concept of “correctional leadership” to include the judiciary in its role in managing prisons.

This is a reasonable broadening. It is supported by Leo Carroll’s case study of the transformation of the Rhode Island maximum-security prison. Order and safety came to the prison system only when an alliance was struck between the judiciary and correctional officials. Feeley and Rubin’s extended case study of the transformation of the Arkansas Department of Corrections also supports it. They observe that the judges in this case became thoughtful, skilled administrators. They learned to break complex problems into manageable component parts, used both carrots and sticks to prompt sluggish corrections officials to act, required detailed reports to establish progress and accountability; and infused the change process with a sense of moral worth. Judges became part of the extended correctional polity, and some were quite skilled in that role. Whether this level of competence can be relied on is another matter. Judges are not trained as correctional administrators. Their knowledge of correctional operations, at least coming into the situation, is likely to be quite limited.

Prison Buildup and Changing Prison Architecture and Physical Security Measures. Another set of factors that may have caused a decline in prison disorder in the buildup period is improvement in the conditions of plants, architectural designs, and physical security measures. John DiIulio notes that “correctional officials are in uniform agreement that architecture matters a great deal, and some believe that it ‘makes or breaks’ the operation.” DiIulio argues that his evidence contradicts
a position of “architectural determinism.” For example, included in his sample of prisons in three states, the Huron Valley Men’s Facility (HVMF) in Michigan was newly opened, small in size, organized into a progressive college campus design, not overcrowded, and had the advantage of a low inmate-to-staff ratio. Even though accredited by the American Correctional Association, HVMF experienced major riots and frequent stabbings and escapes. The Huntsville prison in Texas, in contrast, achieved a high level of order “despite a decrepit physical plant, inhospitable to security.”

Other case studies, in contrast, suggest that prisons may be made safer through stricter security measures and architectural designs. Howard Bidna examined efforts by the California Department of Corrections to lower inmate violence through new operational procedures. They included additional gun coverage, canceling evening activities, tighter controls on visitation, and a reconfiguration of offices and shops to enhance security. He compared, before and after the reforms, stabbing rates of inmates against inmates and stabbing and assault rates against staff. Bidna found a significant decline in inmate-against-inmate assaults, but reforms did not lower the rate of assaults against staff.

Useem and Goldstone, in their study of the NYCDOC, found the 90% decline in prison violence had little to do with changes in Rikers Island’s underlying architecture or physical plant. Stricter security measures were implemented, including special red-colored identification cards for violent inmates; more frequent searches and pat-downs of inmates, especially of those with red identification cards; greater separation of violent inmates in housing areas and on transportation vehicles; and the use of metal detectors to monitor the movement of inmates. However, these reforms were part of a larger effort to bring order, safety, and better services to inmates. Significantly, following major riots in 1986 and 1990, the official investigations called for major reforms, including tighter security. These reforms appear not to have been implemented, and the rates of violence remained high through the mid-1990s. The improvements in security measures were achieved only as part of a more comprehensive managerial reform.
To conclude, this body of research suggests that improvement in the physical characteristics of prisons and tighter security may reduce prison violence. Unfortunately, no work has sought to isolate the effect of this set of factors across many prisons during the buildup period. Moreover, the physical and operational conditions of prisons may be best thought of as elements of correctional leadership and management.

Rehabilitation Programs and Prison Buildup. The central conclusion of this chapter is that the U.S. correctional regime has not caved in to the pressures of prison growth. This is no small accomplishment, and not one predicted by criminologists. Yet, we have considered a narrow set of measures of order. Most would agree that prison should offer programs that would provide the opportunity for self-improvement. And it is possible that other aspects of correctional practice suffered during the buildup in order to allow for improvements to physical security. To return to the failed state analogue, although a state’s first responsibility is to provide security, a strong state will deliver a full range of high-quality services to its citizens.76

Although a detailed analysis of the range of potential and actual program offerings (or other services) is beyond the scope of this chapter, it is essential to consider the issue in general terms. It is controversial whether many offerings have lasting beneficial effects for the majority of inmates. Still, some programs (especially education) appear to have positive effects for the general population and, if appropriately targeted, benefit subsets of the population. Were efforts to provide educational programming, substance abuse treatment, and other services curtailed during the buildup a consequence of the effort to maintain and improve security?

Whereas order can be straightforwardly measured, the aggregate effectiveness of programs is difficult to measure. This is in part because the quality of services varies greatly from one prison to the next. For example, Ann Chih Lin studied rehabilitation programming, including educational programs, in five medium security prisons.77 All five prisons had mandatory GED classes for inmates without a high school education. Real education took place in three of the prisons, but in the
two others, classes amounted to little more than required attendance and busywork. In the latter, according to Lin, staff’s first priority was to protect one another, especially from inmate assaults and manipulation. Any relaxation of this culture of solidarity, which might be fostered by staff–inmate communication, threatened to initiate a spiral toward disorder. Although staff was obligated to provide inmates with programs, it was up to inmates to take advantage of those opportunities. The staff culture in the former (the prisons that provided effective programming) emphasized fluid staff–inmate communication. Although there was never doubt about the social divide, staff sought to understand inmates’ problems and dilemmas. Staff felt responsible that inmates took advantage of programs. To reach these conclusions, Lin observed and attended meetings for 10 to 12 hours per day for 3 weeks in each of the five prisons studied.

Although we cannot measure program quality over time for many jurisdictions involved in the buildup, we can track the proportion of inmates who receive various programs while in prisons, although the data do not provide good indications of the quantity of services. Joan Petersilia has observed that participation in prison programming has declined in recent years. She, however, looks at changes over a relatively short period, from 1991 to 1997, more than halfway through the buildup period. For data on program participation, Petersilia draws on the Survey of Inmates data collected by BJS. Petersilia’s overall conclusion is that the “data suggest that U.S. prisons today offer fewer services than they did when inmate problems were less severe, although history shows that we have never invested much in prison rehabilitation.”

The data reported in Table 4.6 are also from BJS Survey of Inmates, but provide a longer time frame. In addition to the 1991, 1997, and 2004 surveys, conducted in both state and federal prisons, surveys of state-only inmates were conducted in 1974, 1979, and 1986. Table 4.6 reinforces the observation of declines in programming in recent years. From 1991 to 2004, in both state and federal prisons, the proportion of inmates receiving academic training decreased by about 10%, from 46.4% to 28.6% in state prisons and from 56.3% to 35.4% in federal prisons.
Although these declines are significant, it should be pointed out that the long-term trend has an inverse U shape, at least with regard to state inmates. In 1974, before the onset of the buildup, only 20.9% of the inmates received academic training. The proportion increased through 1991, reaching a peak of 46.4% in that year. The trend in vocational training is far more even and shows no recent drop off. Over a 30-year period, the proportion of inmates receiving vocational training has been about 31% in both state and federal prisons.

Table 4.6 shows a long-term decline in the proportion of inmates in work programs. In 1974, 72.1% of state prison inmates had work assignments. In 2004, only 60.1% of the inmates had such assignments. In federal prisons, the proportions, in the 3 years for which we have surveys, are higher and more stable. In 1991, 91.2% of the inmates had work assignments; in 2004, 90.9% of the inmates did. The percentage of state inmates participating in work release increased almost two-fold, from 5.3% in 1974 to 10.4% in 1997, but then declined to 7.5% in 2004. A similar pattern occurred among federal inmates. For these inmates, work release among federal inmates increased from 0.4% in 1991 to 4.2% in 1997, and then declined to 1.7% in 2004.

It is a caveat that we cannot assess the content or intensity of these efforts. It is possible that relative effort in parts of the correctional environment other than physical security deteriorated even more than is suggested by these statistics.
CONCLUSION

Critics of the buildup were certain that the country had embarked on a self-destructive course. This was not a naive prediction – based on simple extrapolation of current trends into the future – but instead based on a theoretical argument. The prison system would collapse under its own weight because of the flaws inherent to prisons. With the very unfair advantage of hindsight – buttressed by reasonably good data – we now know they were wrong. The prison buildup has been associated with a sharp decline in chaos behind bars. Compared to an earlier period, prison riots have become rare, the homicide and suicide rates have declined dramatically, and a smaller proportion of inmates are held in segregation and protective custody. Escapes are less common. If we want to have mass-scale imprisonment, we can have it without out-of-control conditions behind bars. This is the central empirical conclusion of this chapter.

What caused the trend toward greater, rather than less, order? The data are consistent with the position that the political and correctional leadership made the institution more effective. This consistency has a number of aspects. First, a substantial body of evidence, based on in-depth case studies, shows that level of order depends crucially on the quality of political and correctional leadership. If this is fundamentally true, then the incidence of riots, homicides, escapes, and the like are all sensitive indicators of managerial effectiveness. Second, although changing demographics of the inmate population might account for a small portion of the decreasing ratio of homicides to total inmates, it cannot account for the large drop in the absolute number of prison riots and the even larger drop in the ratio of riots to inmates. Third, the proliferation of supermaxes might account for some portion of the decline in violence, but the best evidence suggests that this is a minor factor. It is quite possible that there were many negative social consequences of the buildup, but diminished prison order was not one.

No effort has been made in this chapter to present new evidence on the features of effective correctional leadership and competent management. The data do not lend themselves to this task. Case studies, such as those by DiIulio and Carroll, provide examples of effective
correctional agencies and leadership playing a constructive role. However, these case studies provide useful clues, rather than a comprehensive picture, of the core features of good correctional governance. Our understanding of “good management” and creative, forward-looking leadership is still a work in progress.
The Buildup and Inmate Release

What are we doing about all the people coming out of prison?1

A natural consequence of the prison buildup is the record number of inmates released from the nation’s prisons, now on the order of 670,000 per year.2 Political leaders, criminal justice practitioners, and researchers from diverse policy areas have raised alarm about the effects of this flow on communities.3 As we discuss in this chapter, inmate release is interconnected with crime, the number and characteristics of those incarcerated, and with prison conditions, the consequences of mass incarceration considered in previous chapters.

Studies consistently show that almost two-thirds of the prisoners released from state and federal prisons are rearrested, and two-fifths are reincarcerated within 3 years of release.4 In tandem with the concern for public safety is a concern for quality of life in the poor and disadvantaged neighborhoods where prisoners return in large concentration.5 Diseases such as HIV, hepatitis, tuberculosis, and mental health problems among prisoners constitute a sizable percentage of all cases in the U.S. population.6 Ex-prisoners crowd homeless shelters and have intertwined education, employment, housing, family, and health needs that tax government agencies, as well as the private and nonprofit organizations that provide services in these areas.7

Encouraged by $100 million in grants issued by the federal government in 2002, initiatives are being mounted across the United States to improve prisoner reentry.8 Research has described the social and economic costs of poorly prepared and poorly supervised ex-prisoners.9 Research has also highlighted the policies that
impede successful reentry, including legal restrictions on employment, employer resistance to hiring those with criminal records, and public housing rules, among others. This work appropriately characterizes the difficult environment faced by inmates exiting prison and points out the challenges for improving outcomes. Several teams have folded this research into proposals for optimal prisoner reentry systems.

A close look at prisoner reentry, however, reveals as much about the prison buildup as it does about the release of inmates per se or how to best address it as a policy problem. We begin this chapter with a brief review of the facts about inmate release, and we then turn to the ways in which the prison buildup has constrained the options for managing inmate release more effectively.

**DIMENSIONS OF PRISONER REENTRY**

The number of inmates released from prison each year lags by several years the number admitted. During the late 1980s and early 1990s, the number released fell somewhat behind the number admitted as the latter surged. The number released per year has approximately quadrupled since the late 1970s, to about 670,000 leaving state and federal prisons in the United States in 2004. The number would be far higher if we were to include those leaving jails, where stays are typically much shorter, but the same issues are faced.

**Characteristics of Released Inmates**

Not surprisingly, those released from prison have characteristics that are associated with minimal success in the broader society. Inmates are disproportionately poor, minority, and from poverty-stricken communities. They typically have low levels of education, are less likely than the general population to be married, and are much more likely to have relatives who have also been incarcerated. They are likely to have health, dental, and mental health liabilities and, more often than not, substance abuse histories. As discussed in Chapter 4, when one takes the long view, beyond creating safer and more orderly conditions, prisons have not improved their responsiveness to inmates’ needs. In-prison programming has fallen off, especially relative to inmate needs,
as fiscal pressures have squeezed discretionary line items such as program budgets.\textsuperscript{14}

Those leaving prison have increasingly long criminal histories. A substantial fraction of those released from prison return within a short time, either for a violation of parole or for a new crime. This group accounts for an increasing share of prison admissions. The process of rapid, repeated movement from incarceration to civil society has been termed “churning” by several analysts.\textsuperscript{15} The churning process also affects the parole population. Those released from prison and entering parole supervision are increasingly likely to have previously exited prison during the same criminal sentence. From 1985 to 2001, the number of rereleases from prison entering parole increased from 45,200 to 176,800 – a nearly 300\% increase – whereas the number of new releases entering parole increased only 100\% from 126,300 to 252,600 in the same time period.\textsuperscript{16}

The high rate of recidivism and the large number of reentrants have implications for crime. In the past few years, crime rates have fallen dramatically. If it is true, as many communities believe, that those recently released from prison are responsible for an increasing fraction of the crime problem, this consequence of mass incarceration may require adapting both models of law enforcement on the street and postincarceration supervision to respond to the changing crime dynamic.

**Release of Inmates and Subsequent Supervision**

Most prisoners released from correctional facilities receive some form of postrelease supervision, generally called parole. Which inmates are supervised, the release decision-making process, the supervising correctional agencies, and the supervision practices have changed significantly over time and vary widely from state to state. There are more than 750,000 adults currently on parole. Although this number is high, it belies the tremendous flow of individuals entering and exiting parole and the 60\% turnover of the census in the course of a year. The large number of released prisoners on parole reflects the growth of the prison population, although the growth of parolees has been smaller. In 2005, the prison population was 4.5 times its 1980 level and the parole population was 3.5 times its 1980 level.
Historically, discretionary parole served as the principal release mechanism by which prisoners left correctional facilities, accounting for 69% of state prison releasees in 1977. In a system that allows discretionary release, a parole board assesses inmates' likelihood of reoffending by considering their criminal history, institutional conduct, and remorse and motivation to live law-abiding lives postrelease. For those inmates deemed to pose a minimal risk of reoffending, the board may grant a parole date and allow them to leave prison to complete their original sentences under terms of conditional release spelled out by the board and monitored by parole officers in the field. “Indeterminate” sentences provided a large gap between the minimum and maximum term (e.g., “2–20 years”), with the actual release date to be determined by the behavior of the inmate during incarceration. Under such sentences, the possibility of parole encouraged inmates to participate in prison-based education and treatment programs and also served to balance out disparities in sentences across offenders convicted of similar crimes. Parole usually followed actions by an institutional correctional agency to “step” down inmates to lower security and prerelease programs. Daniel Glaser’s influential 1964 study, “The Effectiveness of a Prison and Parole System,” demonstrated the common understanding at the time that these correctional institutions and agencies operated together to form the prisoner reentry system.

The late 1970s, 1980s, and 1990s ushered in new “get-tough” sentencing and correctional practices that, in some states, led to diminished use of indeterminate sentences and institutional prerelease programs. By the end of 2000, sixteen states had abolished discretionary release and, with the exception of Maine and Virginia, introduced mandatory postrelease supervision. Among those states retaining discretionary release, many significantly curtailed its use.

In 1994, federal legislation tied funds for prison construction and expansion to the adoption of state “truth-in-sentencing” legislation, supporting states that require violent offenders to serve 85% of their nominal sentences. It had its desired effect: by 1998, twenty-seven states had such laws. Several other states passed legislation that was similar in spirit, but they did not meet the federal threshold (because they chose different minimum sentence threshold percentages and/or
applied them to a different set of offenses).\textsuperscript{22} The reforms induced by the “truth in sentencing” legislation further restricted the extent to which discretion governed the timing of inmate release. The shift from discretionary release to mandatory release has been dramatic. Of the inmates serving sentences of more than 1 year leaving state prison in 1980, 55\% left by a decision of a parole board. By 2003, the percentage was 22\%. Over the same period, the percent receiving mandatory parole increased from 19\% to 36\%.\textsuperscript{23}

In addition to parole, probation plays a substantial role in supervising adults following release from prison. An estimated 320,000 adults were supervised by probation following incarceration, which constituted 8\% of the almost 4 million adults on probation at year-end 2002.\textsuperscript{24} This use of probation to provide postincarceration supervision represents a historical shift away from using probation as a sentencing alternative to prison, putting pressures on probation agencies because of the generally more criminally entrenched population.\textsuperscript{25}

### Variation in State Practices

Table 5.1 provides some indication of the varying scale and character of supervision across states.\textsuperscript{26} Using year-end data from 2001, the first column reveals that five states (California, Texas, Pennsylvania, New York, and Illinois) supervise more than 60\% of all parolees nationwide. Column (2) reports the number of inmates released from prison in 2001. In some cases, the number of people released in a year exceeds the number on parole; in other cases, it is far smaller. The discrepancy is accounted for by a combination of factors: the proportion of those released who have a term of parole (versus another form of supervision or none at all) and the speed at which parolees leave parole supervision by returning to prison or completing the terms of supervision. Glancing down columns (3) and (4), it is obvious that states vary greatly in the extent to which inmates are released to supervisory authorities (mostly parole, but also probation and other programs). Tremendous state-level variation underlies all general characterizations of prison release in the United States. Column (5) shows the percentage of those released by a discretionary decision of a parole board, with the timing of release for the remainder having been determined by the sentence and any “good time” earned in the institution. (“Good time” refers
### TABLE 5.1. Parole and Release Data by State, 2001

<table>
<thead>
<tr>
<th>State</th>
<th>(1) Number of Paroles</th>
<th>(2) Total Released</th>
<th>(3) % Releases Unconditional</th>
<th>(4) % Releases Conditional</th>
<th>(5) % Releases Disciplinary</th>
</tr>
</thead>
<tbody>
<tr>
<td>Alabama</td>
<td>5,484</td>
<td>7,617</td>
<td>47.2</td>
<td>52.8</td>
<td>26.7</td>
</tr>
<tr>
<td>Alaska</td>
<td>525</td>
<td>2,029</td>
<td>32.6</td>
<td>67.4</td>
<td>1.4</td>
</tr>
<tr>
<td>Arizona</td>
<td>3,474</td>
<td>8,933</td>
<td>23.3</td>
<td>77.7</td>
<td>3.1</td>
</tr>
<tr>
<td>Arkansas</td>
<td>8,950</td>
<td>6,515</td>
<td>11.3</td>
<td>88.7</td>
<td>74.0</td>
</tr>
<tr>
<td>California</td>
<td>117,947</td>
<td>126,499</td>
<td>2.8</td>
<td>97.2</td>
<td>0</td>
</tr>
<tr>
<td>Colorado</td>
<td>5,780</td>
<td>6,439</td>
<td>27.7</td>
<td>72.3</td>
<td>34.4</td>
</tr>
<tr>
<td>Connecticut</td>
<td>1,868</td>
<td>6,007</td>
<td>53.8</td>
<td>46.2</td>
<td>23.0</td>
</tr>
<tr>
<td>Delaware</td>
<td>579</td>
<td>2,049</td>
<td>74.2</td>
<td>25.8</td>
<td>0</td>
</tr>
<tr>
<td>Florida</td>
<td>5,982</td>
<td>23,578</td>
<td>65.0</td>
<td>35.0</td>
<td>0.4</td>
</tr>
<tr>
<td>Georgia</td>
<td>21,536</td>
<td>15,658</td>
<td>31.7</td>
<td>68.3</td>
<td>45.0</td>
</tr>
<tr>
<td>Hawaii</td>
<td>2,304</td>
<td>1,187</td>
<td>13.7</td>
<td>86.3</td>
<td>84.9</td>
</tr>
<tr>
<td>Idaho</td>
<td>1,409</td>
<td>2,521</td>
<td>18.5</td>
<td>81.5</td>
<td>37.2</td>
</tr>
<tr>
<td>Illinois</td>
<td>30,196</td>
<td>35,960</td>
<td>18.2</td>
<td>81.8</td>
<td>0.1</td>
</tr>
<tr>
<td>Indiana</td>
<td>4,917</td>
<td>11,771</td>
<td>10.7</td>
<td>89.3</td>
<td>0</td>
</tr>
<tr>
<td>Iowa</td>
<td>2,765</td>
<td>4,786</td>
<td>11.0</td>
<td>81.0</td>
<td>46.7</td>
</tr>
<tr>
<td>Kansas</td>
<td>3,829</td>
<td>4,143</td>
<td>29.5</td>
<td>70.5</td>
<td>70.4</td>
</tr>
<tr>
<td>Kentucky</td>
<td>4,014</td>
<td>8,054</td>
<td>48.2</td>
<td>51.8</td>
<td>36.1</td>
</tr>
<tr>
<td>Louisiana</td>
<td>22,860</td>
<td>14,851</td>
<td>6.5</td>
<td>93.5</td>
<td>8.5</td>
</tr>
<tr>
<td>Maine</td>
<td>28</td>
<td>701</td>
<td>36.2</td>
<td>63.8</td>
<td>0.3</td>
</tr>
<tr>
<td>Maryland</td>
<td>13,666</td>
<td>9,969</td>
<td>11.8</td>
<td>88.2</td>
<td>27.2</td>
</tr>
<tr>
<td>Massachusetts</td>
<td>3,705</td>
<td>4,353</td>
<td>75.7</td>
<td>24.3</td>
<td>24.3</td>
</tr>
<tr>
<td>Michigan</td>
<td>15,735</td>
<td>11,636</td>
<td>14.1</td>
<td>85.9</td>
<td>82.4</td>
</tr>
<tr>
<td>Minnesota</td>
<td>3,072</td>
<td>4,237</td>
<td>10.9</td>
<td>89.1</td>
<td>0.1</td>
</tr>
<tr>
<td>Mississippi</td>
<td>1,596</td>
<td>5,414</td>
<td>50.0</td>
<td>50.0</td>
<td>15.0</td>
</tr>
<tr>
<td>Missouri</td>
<td>12,563</td>
<td>15,782</td>
<td>12.7</td>
<td>87.3</td>
<td>40.9</td>
</tr>
<tr>
<td>Montana</td>
<td>621</td>
<td>1,226</td>
<td>21.2</td>
<td>78.8</td>
<td>40.9</td>
</tr>
<tr>
<td>Nebraska</td>
<td>476</td>
<td>1,730</td>
<td>59.1</td>
<td>40.9</td>
<td>40.4</td>
</tr>
<tr>
<td>Nevada</td>
<td>4,056</td>
<td>4,459</td>
<td>42.6</td>
<td>57.4</td>
<td>57.4</td>
</tr>
<tr>
<td>New Hampshire</td>
<td>944</td>
<td>1,029</td>
<td>21.0</td>
<td>79.0</td>
<td>64.8</td>
</tr>
<tr>
<td>New Jersey</td>
<td>11,709</td>
<td>15,839</td>
<td>33.8</td>
<td>66.2</td>
<td>61.5</td>
</tr>
<tr>
<td>New Mexico</td>
<td>1,070</td>
<td>3,182</td>
<td>41.6</td>
<td>58.4</td>
<td>49.9</td>
</tr>
<tr>
<td>New York</td>
<td>57,858</td>
<td>27,771</td>
<td>10.7</td>
<td>89.3</td>
<td>60.9</td>
</tr>
<tr>
<td>North Carolina</td>
<td>3,352</td>
<td>8,827</td>
<td>62.8</td>
<td>37.2</td>
<td>0</td>
</tr>
<tr>
<td>North Dakota</td>
<td>110</td>
<td>711</td>
<td>42.1</td>
<td>57.9</td>
<td>27.4</td>
</tr>
<tr>
<td>Ohio</td>
<td>18,248</td>
<td>24,797</td>
<td>34.9</td>
<td>65.1</td>
<td>22.0</td>
</tr>
<tr>
<td>Oklahoma</td>
<td>1,825</td>
<td>8,188</td>
<td>42.2</td>
<td>57.8</td>
<td>28.3</td>
</tr>
<tr>
<td>Oregon</td>
<td>17,579</td>
<td>3,499</td>
<td>9.4</td>
<td>90.6</td>
<td>98.3</td>
</tr>
<tr>
<td>Pennsylvania</td>
<td>82,345</td>
<td>10,083</td>
<td>30.9</td>
<td>69.1</td>
<td>69.1</td>
</tr>
<tr>
<td>Rhode Island</td>
<td>331</td>
<td>2,806</td>
<td>84.0</td>
<td>16.0</td>
<td>16.0</td>
</tr>
<tr>
<td>South Carolina</td>
<td>4,378</td>
<td>5,355</td>
<td>42.2</td>
<td>57.8</td>
<td>36.8</td>
</tr>
<tr>
<td>South Dakota</td>
<td>1,481</td>
<td>1,374</td>
<td>26.6</td>
<td>73.4</td>
<td>68.5</td>
</tr>
</tbody>
</table>

(continued)
Table 5.2 attempts to summarize the widely varying postrelease parole and supervision policies by state. It indicates which states have “truth-in-sentencing” requirements and which have retained discretionary parole for sentences. The last four columns describe the different ways states have chosen to organize postrelease supervision by branch and level of government. Whereas all states except Oregon and Pennsylvania place parole as an executive agency, sixteen states have chosen to keep probation as an arm of the judiciary at the local level. In four states, parole is also organized at the local level. Probationary technical violations processed within the court system often require a judge to make a final dispositional decision, which can lead to significant delays. Executive supervising agencies can typically process violations more swiftly.

Summary
This description of the problem of inmate release shows several dimensions of complexity. The needs of inmates are varied and serious. State policies and practices vary enormously in release policies, the extent of supervision, the specific requirements for those under supervision,
### TABLE 5.2. Parole and Probation Policies and Governing Institutions by State

<table>
<thead>
<tr>
<th>State</th>
<th>Current truth-in-sentencing requirement</th>
<th>Year in which state abolished all parole</th>
<th>Whether state abolished parole for violent offenders</th>
<th>Branch of government overseeing parole supervision</th>
<th>Branch of government overseeing probation supervision</th>
<th>State/local parole supervision</th>
<th>State/local probation supervision</th>
</tr>
</thead>
<tbody>
<tr>
<td>Alabama</td>
<td>None</td>
<td></td>
<td></td>
<td>Executive</td>
<td>Executive</td>
<td>State</td>
<td>State</td>
</tr>
<tr>
<td>Alaska</td>
<td>Other</td>
<td></td>
<td></td>
<td>Executive</td>
<td>Executive</td>
<td>State</td>
<td>State</td>
</tr>
<tr>
<td>Arizona</td>
<td>85%</td>
<td>1994</td>
<td>X</td>
<td>Executive</td>
<td>Executive</td>
<td>State</td>
<td>State</td>
</tr>
<tr>
<td>Arkansas</td>
<td>Other</td>
<td></td>
<td></td>
<td>Executive</td>
<td>Executive</td>
<td>State</td>
<td>State</td>
</tr>
<tr>
<td>California</td>
<td>85%</td>
<td></td>
<td>X</td>
<td>Executive</td>
<td>Executive</td>
<td>State</td>
<td>State</td>
</tr>
<tr>
<td>Colorado</td>
<td>Other</td>
<td></td>
<td></td>
<td>Executive</td>
<td>Executive</td>
<td>State</td>
<td>State</td>
</tr>
<tr>
<td>Connecticut</td>
<td>85%</td>
<td></td>
<td></td>
<td>Executive</td>
<td>Executive</td>
<td>State</td>
<td>State</td>
</tr>
<tr>
<td>Delaware</td>
<td>85%</td>
<td>1990</td>
<td>X</td>
<td>Executive</td>
<td>Executive</td>
<td>State</td>
<td>State</td>
</tr>
<tr>
<td>Florida</td>
<td>85%</td>
<td>1983</td>
<td>X</td>
<td>Executive</td>
<td>Executive</td>
<td>State</td>
<td>State</td>
</tr>
<tr>
<td>Georgia</td>
<td>85%</td>
<td></td>
<td></td>
<td>Executive</td>
<td>Executive</td>
<td>State</td>
<td>State</td>
</tr>
<tr>
<td>Hawaii</td>
<td>None</td>
<td></td>
<td></td>
<td>Executive</td>
<td>Executive</td>
<td>State</td>
<td>State</td>
</tr>
<tr>
<td>Idaho</td>
<td>100%</td>
<td></td>
<td></td>
<td>Executive</td>
<td>Executive</td>
<td>State</td>
<td>State</td>
</tr>
<tr>
<td>Illinois</td>
<td>85%</td>
<td>1978</td>
<td>X</td>
<td>Executive</td>
<td>Executive</td>
<td>State</td>
<td>State</td>
</tr>
<tr>
<td>Indiana</td>
<td>50%</td>
<td>1977</td>
<td>X</td>
<td>Executive</td>
<td>Executive</td>
<td>State</td>
<td>State</td>
</tr>
<tr>
<td>Iowa</td>
<td>85%</td>
<td></td>
<td>X</td>
<td>Executive</td>
<td>Executive</td>
<td>State</td>
<td>State</td>
</tr>
<tr>
<td>Kansas</td>
<td>85%</td>
<td>1993</td>
<td>X</td>
<td>Executive</td>
<td>Executive</td>
<td>State</td>
<td>State</td>
</tr>
<tr>
<td>Kentucky</td>
<td>Other</td>
<td></td>
<td></td>
<td>Executive</td>
<td>Executive</td>
<td>State</td>
<td>State</td>
</tr>
<tr>
<td>Louisiana</td>
<td>85%</td>
<td>1975</td>
<td>X</td>
<td>Executive</td>
<td>Executive</td>
<td>State</td>
<td>State</td>
</tr>
<tr>
<td>Maine</td>
<td>85%</td>
<td></td>
<td></td>
<td>Executive</td>
<td>Executive</td>
<td>State</td>
<td>State</td>
</tr>
<tr>
<td>Maryland</td>
<td>50%</td>
<td></td>
<td></td>
<td>Executive</td>
<td>Executive</td>
<td>State</td>
<td>State</td>
</tr>
<tr>
<td>Massachusetts</td>
<td>Other</td>
<td></td>
<td></td>
<td>Executive</td>
<td>Executive</td>
<td>State</td>
<td>State</td>
</tr>
<tr>
<td>Michigan</td>
<td>85%</td>
<td></td>
<td></td>
<td>Executive</td>
<td>Executive</td>
<td>State</td>
<td>State</td>
</tr>
<tr>
<td>Minnesota</td>
<td>85%</td>
<td>1980</td>
<td>X</td>
<td>Executive</td>
<td>Executive</td>
<td>State</td>
<td>State</td>
</tr>
<tr>
<td>Mississippi</td>
<td>85%</td>
<td>1995</td>
<td>X</td>
<td>Executive</td>
<td>Executive</td>
<td>State</td>
<td>State</td>
</tr>
<tr>
<td>Missouri</td>
<td>85%</td>
<td></td>
<td></td>
<td>Executive</td>
<td>Executive</td>
<td>State</td>
<td>State</td>
</tr>
<tr>
<td>Montana</td>
<td>Other</td>
<td></td>
<td></td>
<td>Executive</td>
<td>Executive</td>
<td>State</td>
<td>State</td>
</tr>
<tr>
<td>Nebraska</td>
<td>50%</td>
<td></td>
<td></td>
<td>Executive</td>
<td>Executive</td>
<td>State</td>
<td>State</td>
</tr>
<tr>
<td>Nevada</td>
<td>100%</td>
<td></td>
<td></td>
<td>Executive</td>
<td>Executive</td>
<td>State</td>
<td>State</td>
</tr>
<tr>
<td>New Hampshire</td>
<td>100%</td>
<td></td>
<td></td>
<td>Executive</td>
<td>Executive</td>
<td>State</td>
<td>State</td>
</tr>
<tr>
<td>New Jersey</td>
<td>85%</td>
<td></td>
<td></td>
<td>Executive</td>
<td>Executive</td>
<td>State</td>
<td>State</td>
</tr>
</tbody>
</table>

(continued)
### Table 5.2 (continued)

<table>
<thead>
<tr>
<th>State</th>
<th>Current truth-in-sentencing requirement(^*)</th>
<th>Year in which state abolished all parole(^b)</th>
<th>Whether state abolished parole for violent offenders(^b)</th>
<th>Branch of government overseeing parole supervision(^c)</th>
<th>Branch of government overseeing probation supervision(^c)</th>
<th>State/local probation supervision(^a)</th>
<th>State/local parole supervision(^a)</th>
</tr>
</thead>
<tbody>
<tr>
<td>New Mexico</td>
<td>None</td>
<td>X</td>
<td>Executive</td>
<td>Executive</td>
<td>State</td>
<td>State</td>
<td>State</td>
</tr>
<tr>
<td>New York</td>
<td>85%</td>
<td>1994</td>
<td>X</td>
<td>Executive</td>
<td>Local</td>
<td>State</td>
<td>State</td>
</tr>
<tr>
<td>North Carolina</td>
<td>85%</td>
<td></td>
<td>X</td>
<td>Executive</td>
<td>State</td>
<td>State</td>
<td>State</td>
</tr>
<tr>
<td>North Dakota</td>
<td>85%</td>
<td></td>
<td>X</td>
<td>Executive</td>
<td>State</td>
<td>State</td>
<td>State</td>
</tr>
<tr>
<td>Ohio</td>
<td>85%</td>
<td>1996</td>
<td>X</td>
<td>Executive</td>
<td>Judicial/Executive</td>
<td>Local</td>
<td>State</td>
</tr>
<tr>
<td>Oklahoma</td>
<td>85%</td>
<td></td>
<td>X</td>
<td>Executive</td>
<td>Executive</td>
<td>State</td>
<td>State</td>
</tr>
<tr>
<td>Oregon</td>
<td>85%</td>
<td>1989</td>
<td>X</td>
<td>Judicial</td>
<td>Judicial</td>
<td>Local</td>
<td>Local</td>
</tr>
<tr>
<td>Pennsylvania</td>
<td>85%</td>
<td></td>
<td>X</td>
<td>Judicial</td>
<td>Judicial</td>
<td>Local</td>
<td>N/A</td>
</tr>
<tr>
<td>Rhode Island</td>
<td>None</td>
<td></td>
<td>X</td>
<td>Executive</td>
<td>Executive</td>
<td>State</td>
<td>State</td>
</tr>
<tr>
<td>South Carolina</td>
<td>85%</td>
<td></td>
<td>X</td>
<td>Executive</td>
<td>State</td>
<td>State</td>
<td>State</td>
</tr>
<tr>
<td>South Dakota</td>
<td>None</td>
<td></td>
<td>X</td>
<td>Executive</td>
<td>Judicial</td>
<td>State</td>
<td>State</td>
</tr>
<tr>
<td>Tennessee</td>
<td>85%</td>
<td></td>
<td>X</td>
<td>Executive</td>
<td>Executive</td>
<td>State</td>
<td>State</td>
</tr>
<tr>
<td>Texas</td>
<td>50%</td>
<td></td>
<td>X</td>
<td>Executive</td>
<td>Executive</td>
<td>State</td>
<td>Local</td>
</tr>
<tr>
<td>Utah</td>
<td>85%</td>
<td></td>
<td>X</td>
<td>Executive</td>
<td>Executive</td>
<td>State</td>
<td>State</td>
</tr>
<tr>
<td>Vermont</td>
<td>None</td>
<td></td>
<td>X</td>
<td>Executive</td>
<td>Executive</td>
<td>State</td>
<td>State</td>
</tr>
<tr>
<td>Virginia</td>
<td>85%</td>
<td>1984</td>
<td>X</td>
<td>Executive</td>
<td>Judicial</td>
<td>Local</td>
<td>State</td>
</tr>
<tr>
<td>Washington</td>
<td>85%</td>
<td></td>
<td>X</td>
<td>Executive</td>
<td>Judicial</td>
<td>Local</td>
<td>Local</td>
</tr>
<tr>
<td>West Virginia</td>
<td>None</td>
<td></td>
<td>X</td>
<td>Executive</td>
<td>Judicial</td>
<td>State</td>
<td>State</td>
</tr>
<tr>
<td>Wisconsin</td>
<td>Other</td>
<td>1999</td>
<td>X</td>
<td>Executive</td>
<td>Executive</td>
<td>State</td>
<td>State</td>
</tr>
<tr>
<td>Wyoming</td>
<td>None</td>
<td></td>
<td>X</td>
<td>Executive</td>
<td>Executive</td>
<td>State</td>
<td>State</td>
</tr>
<tr>
<td>Totals</td>
<td>50% (14)</td>
<td></td>
<td>(20)</td>
<td>Executive (48)</td>
<td>Executive (33.5)</td>
<td>State (34)</td>
<td>State (45)</td>
</tr>
<tr>
<td></td>
<td>85% (28)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>100% (5)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>None (8)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Other (7)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

\(^a\) Parole boards still have discretion over inmates who were sentenced prior to the effective date of the various states’ parole abolition laws.

and how these efforts are organized. Because of these differences, generalizing about prisoner reentry must be done with great care. At the same time, there are several truths about the buildup that appear in sharp relief when considering prisoner reentry.

**THE PRISON BUILDUP THROUGH THE LENS OF PRISONER REENTRY**

It is tautological that the prison buildup affected prisoner reentry by increasing the size of the release cohort. However, there are several ways in which the buildup influenced inmate release.

**Sentencing Reform**

In many states, beginning in the mid-1990s, sentencing reforms greatly reduced the scope for supervision of former inmates. Some states set a high threshold for the proportion of the imposed sentence that must be served behind the walls before release is considered, dramatically reducing the scope for discretionary release to parole, with the result that more prisoners were released without supervision. Some states abolished discretionary release altogether.

One consequence of these changes is a reduction in the incentive provided inmates to conform to expectations of nondisruptive behavior and rehabilitative efforts while in prison. Because the scope for parole was reduced, inmates had less reason to adapt their behavior to the desires of the parole board in anticipation of review of their case for discretionary release. A new analysis of policy changes in Georgia documents that possibility of discretionary release substantially improves inmate behavior.

Mandatory minimum sentencing laws for various crimes further reduced the scope of a variety of mechanisms to aid prisoner reentry. In practice, sentencing under mandatory minimum laws makes it unlikely that there will be any criminal justice supervision following release because inmates must be released on the expiration of the sentenced term of confinement. One way to look at the potential scope for discretionary release is to compare the minimum sentence to the maximum sentence. If there is a large gap between the two, the
parole board uses its discretion to determine the actual release date. The magnitude of the impact of mandatory sentencing can be seen in the experience of Massachusetts. Among those sentenced to state prison for offenses other than mandatory drug offenses in fiscal year 1999, 31% had minimum and maximum release dates that were less than 1 month apart. In fiscal year 1994, only 2% of such offenders had such little scope for discretionary release. For those sentenced for drug offenses under mandatory minimum sentencing laws, 57% had less than 1 month between the minimum and maximum. For these offenders, Massachusetts has effectively joined those states that have legislatively eliminated or gutted postrelease supervision. In effect, the get-tough stance on prison sentences has resulted in a go-easy stance on postrelease supervision.

Restrictions on Programming
Many state legislatures further passed laws (mostly in the 1980s and 1990s) prohibiting inmates with particular offenses from participating fully in probation, parole, furlough, work release, and earned good time for particular offenses. Together, these restrictions constrain even the well-intentioned efforts of correctional administrators to prepare inmates for release. At the same time, departmental policies also restrict their own efforts to effectively address inmate release. A glimpse at a correctional population shows that these constraints can be surprisingly far reaching.

These restrictions operate through classification, the institutional process that determines where inmates reside within an institution and which programs they receive. Ideally, the process determines institutional placement by balancing the risks and needs of the inmates. Inmates who are suicidal, who have “enemies” within the institution, who are disruptive, and who fall within a number of categories, are generally placed in specialized living units. Most inmates, though, are placed in general population living units and receive an institutional service plan that requires them to participate in a variety of education, treatment programming, and work assignments. The plan is often a wish list of activities because the institution does not offer enough programs to engage fully the whole inmate population at any point in time. The classification status of an inmate is reviewed periodically, and the
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TABLE 5.3. Eligibility for a Prisoner Reentry Program, Suffolk County House of Correction

<table>
<thead>
<tr>
<th></th>
<th>Male inmates (%)</th>
<th>Female inmates (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Eligibility</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Eligible</td>
<td>8</td>
<td>10</td>
</tr>
<tr>
<td>Potentially eligible</td>
<td>15</td>
<td>49</td>
</tr>
<tr>
<td>Ineligible for prerelease status</td>
<td>67</td>
<td>41</td>
</tr>
<tr>
<td>Placements</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Among those eligible</td>
<td>27</td>
<td>43</td>
</tr>
</tbody>
</table>

Source: Jamie Watson, Community Corrections Programs at the Suffolk County House of Correction: Strategies for Optimizing Use While Minimizing Risk (Cambridge, MA: Kennedy School of Government, Harvard University, 2002).

inmate is rewarded for following his or her plan by placement in living units of lower security with greater privileges (e.g., more recreation time, greater access to visits, better institutional jobs, opportunities to earn time off their sentences). In this way, the institution provides incentives for good behavior and steps inmates down from higher- to lower-custody living areas.

Tables 5.3 and 5.4 show the results of an analysis of various legal and policy restrictions on a program to help inmates prepare for release at the Suffolk County (Boston) House of Correction.31 This particular

TABLE 5.4. Factors That Affect Prerelease Eligibility

<table>
<thead>
<tr>
<th>Criterion</th>
<th>Eligibility status</th>
<th>Male inmates (%)</th>
<th>Female inmates (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Parole or probation violation</td>
<td>Review</td>
<td>67</td>
<td>61</td>
</tr>
<tr>
<td>Felony warrant/open case</td>
<td>Ineligible</td>
<td>56</td>
<td>40</td>
</tr>
<tr>
<td>Sentence less than 30 days</td>
<td>Ineligible</td>
<td>16</td>
<td>16</td>
</tr>
<tr>
<td>Misdemeanor warrant/open case</td>
<td>Review</td>
<td>12</td>
<td>16</td>
</tr>
<tr>
<td>Assault and battery w/ deadly weapon</td>
<td>Review</td>
<td>14</td>
<td>9</td>
</tr>
<tr>
<td>On and after sentence</td>
<td>Ineligible</td>
<td>10</td>
<td>1</td>
</tr>
<tr>
<td>Active restraining order</td>
<td>Ineligible</td>
<td>10</td>
<td>6</td>
</tr>
<tr>
<td>Disciplinary reports within 90 days</td>
<td>Ineligible</td>
<td>27</td>
<td>4</td>
</tr>
</tbody>
</table>

Source: Jamie Watson, Community Corrections Programs at the Suffolk County House of Correction: Strategies for Optimizing Use While Minimizing Risk (Cambridge, MA: Kennedy School of Government, Harvard University, 2002).
facility may not be representative of all local correctional facilities. It is a large urban facility with a mix of short-term inmates and those with longer sentences; in Massachusetts, sentences of up to 2.5 years are served in local correctional facilities. Nonetheless, the results are instructive because the processes within corrections are generally impervious to researchers studying broad trends such as prisoner reentry. Yet, as we will see, these internal processes determine the practicality of programmatic and policy reforms.

The Suffolk County study analyzed a cohort of inmates released in January 2001 to determine how many of them qualified for placement in the department’s prerelease program based on criminal history and institutional conduct data, and how many of them actually were placed in these programs. As shown in Table 5.3, 67% of male inmates were ineligible for placement to the prerelease setting, 15% may have been eligible subject to an additional risk assessment review, and only 8% of the cohort were eligible for placement outright. For female inmates, the comparable percentages were 41% ineligible, 49% eligible pending review, and 10% eligible outright. Furthermore, Table 5.4 presents a breakdown of the effects of the specific classification criteria on eligibility. It reveals that external factors, such as the fact that many inmates in prison continue to have open and unresolved cases pending in addition to the convicted offense for which they are serving time, rule out 56% of male inmates and 41% of female inmates. Criteria concerning institutional conduct – inmates cannot be placed in prerelease programs if they have had a major disciplinary report 90 days prior to the classification review – excluded 27% of male inmates, yet only 4% of female inmates. Finally, even among those who were eligible for the program, the majority was not assigned to it although it was undersubscribed (see the bottom of Table 5.3): only 27% of outright eligible male inmates and 43% of outright eligible female inmates were placed in the halfway house where the program was provided.

Thus, the analysis produced two significant findings: (1) most inmates were not eligible for halfway house placement because of classification criteria that reflected internal and external circumstances, and (2) the institution – perhaps because of inefficient practices – failed to place a large number of eligible inmates into these programs.
Tensions in the Goals of Law Enforcement

In recent decades, parole has moved from social service to largely surveillance, although finding the right balance between supervising agents’ emphasis on assistance and on control has long been an issue of inquiry. The same rhetoric that drove changes in law and practice that led to the prison buildup was behind changes in law and practice toward discretionary release, mandatory postincarceration supervision, and conditions of supervision.

Although the “nothing works” cynicism is mostly past, researchers and practitioners often discuss the support functions for ex-offenders as qualitatively distinct from the surveillance functions. In a recent article, Anne Morrison Piehl and Stefan LoBuglio argue against drawing a strict dichotomy between support and surveillance. The threat of surveillance can be an aid to compliance with activities to support the transition, such as substance abuse programming and employment assistance. Likewise, the support activities can provide the structure and meaning to day-to-day life that allows people to avoid situations in which they tend to get in trouble. In one sense, these activities can be “incapacitating.” Inmates who choose to waive parole often explain that it is easier for them to do prison time than meet the requirements of parole. This argument extends to parole supervision the theoretical underpinning of innovations in other areas of law enforcement.

If supervision is efficacious, clearly it is possible to have too little of it. Increasing its intensity, expanding its reach to more ex-offenders, or extending the length of terms could be called for. Some argue that funding for supervision relative to the number of inmates being released from incarceration has declined dramatically since the mid-1970s. This may be the case, but the detailed expenditure information needed for solid estimates is unavailable. Less frequently discussed is the possibility of providing too much supervision, either by supervising people who are very unlikely to reoffend after a term in prison or by having so many requirements that they get in the way of obtaining or retaining employment, actually impeding successful reentry. Just like with the size of the prison population, it is essential to get the scope of postincarceration “right.”

Society asks all law enforcement agencies to carry out multiple goals, sometimes without much guidance when they conflict. As an
example, consider the effect on corrections departments of the surge in interest of reentry. Prison systems have few incentives to worry about inmates when they leave their facilities. The challenges of providing care, custody, and control of inmate populations are considerable enough, but eminently achievable within the authority of a prison system. In comparison, the success of prisoner reentry programs depends on difficult collaborations with other agencies and also on the highly uncertain and unpredictable actions of ex-prisoners. Why would a prison system expand its mission, raising expectations for performance measurements over which it may exercise little control? From a jailer’s standpoint, institutional rehabilitation programs such as education, vocation, substance abuse, and anger management can serve an important custodial function to improve the orderliness of the institution, but how and whether they reduce recidivism is of secondary concern. Programs that transition offenders gradually from confinement to release pose additional risks of prisoner escape, jeopardizing one of the core functions of prisons. Failures in prisoner reentry (escape or return to custody) are also more likely to receive outside attention than successes. These failures can impose substantial costs on correctional authorities. That correctional institutions take on prisoner reentry at all testifies to the commitment of the practitioners.

Even when a correctional agency decides to take on reentry, incentives may affect the effort’s target population. For some segments of the inmate population, there will always be a tension between what has the best chance of long-term success and the short-term interests of a supervising agency not having visible “failure” on its watch. Agencies must confront such realities in program design.

This is the same tension faced by parole boards when considering an inmate for discretionary release. Decisions to grant discretionary release have an impact on individual inmates, of course, but also on the community into which they are released. Parole boards are in the position of deciding whether someone should serve the final part of his or her sentence in the community under supervision, not whether he or she is eventually to be released. Discretionary release allows parole boards to impose particular conditions on a released offender. If the inmate is released to the street unconditionally at the expiration of his or her term, the opportunity to craft an individualized program
is lost. Finally, the extent to which parole boards grant discretionary release provides incentives to current and future inmates to take full advantage of their time incarcerated to improve their chances of parole release. Thus, the existence and use of a paroling authority can have an important impact on the success of rehabilitative programming within correctional facilities, and therefore on the rate of successful inmate reintegration.

Given that parole boards are responsible for inmates and for the communities into which they are released, it is not surprising that actual practice changes somewhat over time. During the same period when the number of inmates eligible for parole consideration declined, parole boards across the United States have reduced the rate at which they granted discretionary release. This change may reflect a change in public sentiment, a new view of the role of discretionary release within criminal justice, and a new fear among public officials of being seen as responsible for the release of criminal offenders. The competing tensions involved in these decisions remain the same, but different judgments have been made as to how to resolve them.

DOES PAROLE WORK?

A research report from the Urban Institute posing the question “does parole work?” has generated a spirited debate, including a symposium of reactions in *Perspectives: The Journal of the American Parole and Probation Association.* The goal of the Urban Institute report was to provide the “big picture” about parole in America, using reliable information on a representative sample of inmates, collected in 1994 by the Bureau of Justice Statistics from state and federal law enforcement agencies. The study compared the recidivism rates of those released from prison to supervision (either through mandatory or discretionary release) to the recidivism rates of those who were released without postprison supervision. The Urban Institute researchers found that those parolees released under mandatory programs did no better than those inmates without supervision. Parolees released on discretionary parole were less likely to be rearrested, but this difference largely disappeared once demographic characteristics of the offenders and their criminal histories were taken into account. From these results, they concluded that “the public safety impact of supervision is minimal” for most offenders.
The Urban Institute study ambitiously tried to discern policy lessons from the available data, but the quality of the extant data defies even a sophisticated analytic approach. The report begins by distinguishing between two factors that may affect parole outcomes: the type and timing of release, and the type and extent of supervision. However, much more work is necessary before we can claim to understand the different dimensions of these two factors, especially because they frequently interact. As was hinted at previously, across the United States, requirements for those under community supervision include a mix of elements, often crafted for individual offenders. Some states leave many released from prison unsupervised, whereas others require supervision of nearly all of those released. Within states, some ex-inmates may have terms under supervision that are decades long; others may be supervised for only a few months. In addition, what constitutes supervision at any given point is subject to interpretation. Intensive supervision in one state may mean monthly contact between a parolee and an agent in a regional parole office; in another, it may mean 24-hour electronic monitoring with officers in the field checking compliance of daily itineraries. In some systems, for some inmates, a continuum of supervision sanctions exists, allowing for progressive sanctioning for offenders in noncompliance with their terms of conditional release.

The bottom line is that these differences in supervision are so great, and their application so little understood, that a research design using variation in type of supervision compares apples to oranges and finds that they are different. Knowing that the outcomes are different by supervision status is provocative, but hardly definitive. Especially in light of the fact that parole boards exist precisely to select those offenders that are “better bets” to succeed following release. Much more, or different, basic research is necessary before policy conclusions can be drawn.

**Parole Success**

The Urban Institute report takes one definition of effectiveness of parole: reducing recidivism. This is clearly a goal of parole supervision, but there are additional ways to operationalize the idea. Several recent reports on parole and prisoner reentry have developed the concept of parole “success” rates. This statistic is defined as the number of parolees who completed their terms of supervision without having
their parole revoked, being returned to jail or prison, or absconding, divided by the total number of parolees leaving parole in a given year. The success rate for the United States as a whole has hovered at just higher than 40% since the mid-1990s. Those released for the first time on the current sentence are much more successful than rereleases, and discretionary releases are substantially more successful than mandatory releases. These nationwide figures mask the tremendous variation across states. Massachusetts was one of two states with the highest “success” rates (83%), and California had the lowest (21%).

The BJS report notes that many factors affect measured “success” and cautions that factors other than program efficacy may explain observed differences in this statistic. “When comparing State success rates for parole discharges, differences may be due to variations in parole populations, such as age at prison release, criminal history, and most serious offense. Success rates may also differ based on the intensity of supervision and the parole agency policies related to revocation of technical violators.” Despite these qualifications, these “success” numbers have gained a fair bit of currency in the discussion of prisoner reentry. For example, Jeremy Travis and Sarah Lawrence use the same measure to rank states, and Joan Petersilia uses them to support an argument in favor of discretionary release.

Although these authors note that there are other factors one would like to examine in order to make sense of these numbers, the qualifications have not received the same attention as the raw numbers, although they are arguably more important. Kevin Reitz criticizes these measures for being more a reflection of state policies than measures of behavior of those supervised:

In any jurisdiction the number and rate of revocations depends to some degree on the good or bad conduct of parolees, to be sure, but it also depends at least as much on what might be called the ‘sensitivity’ of the supervision system to violations. Sensitivity varies with formal definitions of what constitutes a violation, the intensity of surveillance employed by parole field officers, the institutional culture of field services from place to place, and the severity of sanctions typically used upon findings of violations.

If parole outcomes largely reflect policy differences in how violations are construed, then they cannot be used to evaluate the effect of policies. To assess the effectiveness of parole, we must be able to
identify which part of the observed difference is the result of behavior – of those supervised and of those doing the supervising. This is a terribly difficult research challenge.

Success, as defined previously, may well be a reasonable outcome measure for a supervising agency when used with other statistics to evaluate performance. One could argue that parole agencies that improve their success rates are likely to have improved their operations. However, comparing these measures across agencies is likely to lead to large errors. For example, it is likely that a thorough analysis of Massachusetts’ stellar performance on this measure is largely driven by its limited reliance on postincarceration supervision. In fact, that state is working to broaden its use of parole because officials were worried that too many inmates were released with no community supervision, the result of determinate sentencing practices, reductions in the granting of discretionary release, and inmates deciding to finish out their terms rather than seek parole hearings.14

**Release Type and Supervision Outcomes**

A similar approach has been used to assess the efficacy of different approaches to prison release, comparing the “success” of those released by a discretionary release process to the outcomes of those released at the completion of their sentences. The fundamental problem with this inference is that it does not account for how individuals are assigned to release status. That is, inmates who are released at the discretion of a parole board are likely to have a lower risk of recidivism than inmates whom a parole board chooses not to release.15

Further complicating matters is the variety of statutes that govern whether inmates with given criminal histories are eligible for discretionary release; differences in these laws across states will affect average success measures by release type. Research on this topic does not generally investigate whether discretionary release was available for those who were released at the expiration of their sentences.

Given that it is not straightforward to compare the effect of release type on the effectiveness of supervision in controlling the criminal behavior of those released from prison, what can be said about the connection between release policy and supervision? Mandatory release may or may not lead to a period of postincarceration supervision.
Discretionary release generally leads to supervision for at least several months, or the parole board would not take time to hear the case. When faced with an inmate who appears to pose risk for public safety, a parole board must trade off the benefits and costs of discretionary release, as well as the supervision opportunities it provides, against the benefits and costs of keeping the inmate incarcerated until the maximum release date. For better or worse, under a policy of mandatory release, these tradeoffs are not considered on a case-by-case basis. Inherently, discretionary release works against the notion that those least equipped to reintegrate should be subject to a period of postrelease supervision from prison. Mandatory release polices not only provide a greater certainty that these individuals will receive supervision, but they also raise a secondary resource allocation question. Certainly, if supervising all prisoners dilutes the intensity of supervision of high-risk offenders and needlessly interferes with the reintegration process of low-risk offenders, it could prove costly and counterproductive.

Critics of mandatory release call for a return to discretionary release in order to increase the incentives to encourage rehabilitative behavior among prisoners and to balance disparities in sentences across offenders and jurisdictions. In the end, the issue of whether discretionary release is preferable to mandatory release has many dimensions in addition to its relationship to successful reentry following release from prison. From the perspective of reentry and public safety, release policy is important both to how parole outcomes are interpreted and to how other aspects of reentry and supervision are designed. Most states have some people released under the discretion of a parole board and others at the end of their sentences. This situation is a direct relic of the prison buildup. Our current prisoner reentry policy problem cannot be addressed without either developing a way to support reentry in a system that contains multiple release types or reconsidering some of the legislation that led to these conditions.

**Measuring the Impact of Supervision**

An ideal test of whether postrelease supervision of recent inmates reduces the probability of criminal reoffending would be based on the random assignment of a pool of soon-to-be released prisoners to either a treatment group that would provide postrelease supervision or a
control group that would have no supervision. With random assignment, a simple comparison of the rates of criminal activity between the two groups would seem to provide definitive evidence on the effect of supervision. Unfortunately, there is a problem even with this research design: the outcome – recidivism – is intrinsically linked with supervision. In practice, increased supervision will likely lead to the detection of more rule violations and new criminal offenses. Even if a parole officer emphasized treatment and downplayed supervision, he or she could not easily ignore observed crimes or serious rule infractions. Furthermore, in nonexperimental studies comparing the postrelease criminal activity of offenders released under discretionary parole with those released under mandatory parole or released without supervision, selection bias proves problematic in drawing a reliable inference. Parole boards will generally grant parole to those offenders who pose the least risk of reoffending and would be expected to have fewer arrests, on average, than those offenders who were turned down for parole and those who received mandatory parole. This follows from parole board members doing their jobs as charged.

Another challenge to research in this area comes from difficulty in comparing offenders in prison to those under supervision. No matter how effective supervision services are, the risk to public safety will always be greater if an individual is supervised in the community rather than in prison. Studies of offender supervision typically compare offenders under different intensities and mixes of surveillance and treatment services. Necessarily, some behavior will be sanctioned by additional time behind bars. If there is any difference in the extent to which alternative programs rely on incarceration, then the outcomes are incomparable. Without a way to adjust for the differences in risk of further criminal activity or even violating conditions of supervision, it is impossible to credibly compare alternative supervision schemes over a substantial period of time.

In their review of the literature on the effectiveness of parole supervision, Piehl and LoBuglio found several instances of randomized research designs. In the 1950s, Richard McGee, a noted penologist and then-director of the California Department of Corrections, initiated a number of randomized research studies to determine the effectiveness of early parole as a function of offender risk and parole
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Officer caseloads in California. From a cost–benefit perspective, McGee concluded that intensive supervision was effective for offenders who were on the margin of choosing between criminal and law-abiding behaviors and not effective for either low-risk offenders who may not have needed additional supervision to succeed or high-risk offenders who probably would have failed regardless of the nature of the supervision.18

The 1980s saw a resurgence of states’ interests in intensive supervision programs (ISPs), efforts to increase the intensiveness of community supervision as a relatively low-cost intermediate alternatives to vastly overcrowded prisons. From 1986 to 1991, the National Institute of Justice funded the Rand Corporation to conduct a large randomized experiment of ISP programs in fourteen sites in nine states to assess their cost effectiveness. As reported by Joan Petersilia and Susan Turner, who designed and oversaw the implementation of this evaluation, at the end of the 1-year follow-up, 37% of the ISP treatment group had been rearrested as compared to 33% of the control group. Sixty-five percent of ISP offenders experienced a technical violation compared to 38% of the controls. Also, 27% of ISP offenders were recommitted to prison compared to 19% of the controls.49

There are two ways to interpret these findings: either the program led to increased criminal behavior of those under heightened supervision (in the opposite direction of the anticipated effect) or the increased surveillance led to an increased probability of detection. If the latter is true, it is impossible to know whether there was in fact a deterrent effect that was overwhelmed by the surveillance effect. Also, the researchers speculated that the ISP might have sanctioned these infractions more harshly in an effort to shore up the credibility of the program. This, too, would obscure any true deterrent effect.

Although the evaluation could not provide any definitive evidence that increased supervision intensity provided public safety benefits, the highly elevated rate of technical violations for those in the treatment group suggests that the surveillance did in fact increase the rate of detection. Then the interesting question becomes whether technical violations are a proxy for criminal behavior. Experience in Washington State in the mid-1980s from a program that decreased...
the average number of conditions of release for probationers and
deeplied the sanctions for technical violations does not support
this hypothesis. Specifically, the legislature required that courts only
impose conditions of supervision that were related to the offenders’
past criminal behaviors. This policy change led to a drop in the num-
ber of conditions, a drop in the number of revocations due to technical
violations, and no increase in the arrest rate.

Despite the experience of hundreds of intensive supervision pro-
grams in the United States and many studies, albeit few experimental,
we still know little about the effectiveness of these programs to reduce
prison overcrowding or to reduce crime in detectable ways. The same
issues that hinder our learning from many criminal justice practices
are at work here. There is no consistency in the design and implementa-
tion of ISP programs; their surveillance and monitoring practices,
caseloads, and their incorporation of rehabilitative requirements vary
significantly both within and between programs. Some researchers
have found that judges begin filling ISPs with lower-risk offenders who
are not prison-bound – so-called “net widening” – and believe that the
investment of additional supervision resources for this population can
backfire and lead to increased rates of violations and reincarceration.
However, if ISPs serve to enforce release conditions that were not pre-
viously being enforced under standard probation, and the detected
infractions were directly or indirectly related to criminal activity, there
could be a public safety benefit. Similarly, ISPs may serve to ensure
the quicker detection and apprehension of violations by higher-risk
offenders. Also, as McGee found, it is entirely possible that these pro-
grams may deter criminal offending from those offenders who are
at the margins of choosing between licit and illicit behaviors. How-
ever, the bottom line is that the public safety benefit of these intensive
supervision programs relies on two mechanisms that have yet to be
proved: the deterrence value of supervision and the value of technical
violations to prevent crime.

More than in most arenas, the study of prisoner release confounds
the usual research designs. There are ways, however, to respond to this
challenge. We could systematically collect information that does not
depend so heavily on policy differences, such as reports of behavior
and whether it is sanctioned in a particular jurisdiction. We could systematically collect and aim to understand those very policy differences that we observed in the studies discussed in this chapter. We could also much more effectively use the money that is available for experimentation and research in this field, rather than allocating it for political reasons.\footnote{52}

THE CHALLENGE OF PRISONER REENTRY

Mass incarceration produced the current problem of prisoner reentry – a policy problem of how to successfully incorporate nearly 700,000 released felons each year into American community life that owes its size and character to the prison buildup. Those leaving the nation’s prisons have stubbornly high rates of recidivism. Those who “churn” through prison and parole are increasingly large proportions of both systems.

At the same time, the changes to the prison system that caused and accompanied the buildup constrain our ability to effectively address prisoner reentry. The sentencing reforms, along with changes in practice toward greater caution (of parole boards, governors, corrections commissioners, and others), mean that what were once viable options for aiding the transition from prison to civilian life are no longer available. One example of this is that many reentry programs are undersubscribed despite their small size relative to the prison population.

The previous discussion noted many challenges in taking the research findings on prisoner reentry to policy recommendations. However, the growing literature on prisoner reentry and the many local, state, and federal initiatives to address it, has succeeded at highlighting the myriad consequences of the prison buildup. Arguably, its impact has been greater than that of the literature directed to the buildup itself. Pragmatism has been paramount.

We have also observed great variation in reentry programs and policies from one state to the next. One way to understand this variation is as an instance of democratic experimentation, in which subnational governments try out different programs and strategies. These experiments will generate new knowledge about what works best. Another
way to understand the variation is that parole remains in the earliest stages of a learning curve. No single model has yet proved itself superior. Over time, a consensus may emerge, mainly through trial and error. Repeated errors can be minimized through careful evaluation.
The population of offenders is a relatively permanent part of American society – an “underclass” problem group that will not disappear naturally.¹

The U.S. economy has performed extraordinary well since the mid-1990s, in regard to unemployment. In April 2000, the unemployment rate dropped to less than 4% for the first time in 30 years.² Gains for African Americans have been especially impressive. In January 1985, the black jobless rate was 15.2% compared to a white jobless rate of 6.3%, a gap of nearly 9 percentage points. In August 2007, the unemployment rate was 4.2% for whites and 7.7% for blacks. The racial gap of 3.5 percentage points is far below its 1985 level.

Recently, a number of researchers have begun to suspect a link of considerable magnitude between the declining unemployment rate and the increased use of imprisonment during roughly the same period.³ A related literature deals with the impact of imprisonment and wage inequality between whites and African Americans.⁴

Labor force statistics (including the unemployment rate) play a central role in the development of formal and informal judgments about the performance of the economy and the society. Yet, these statistics exclude the institutionalized population. Incarceration rates vary greatly across geography, time, and demographic group, so whether the incarcerated population is included in these calculations can affect comparisons across these dimensions. If a population or a demographic subpopulation is incarcerated at a high rate, then the calculated unemployment rate will overstate the degree to which the
prison state population or subpopulation is successfully engaged in the legal economy. Moreover, because groups doing poorly in the economy are likely to have higher than average incarceration rates, estimates of cross-group inequality in unemployment will likewise be understated.\(^5\) For example, in the United States, African Americans’ reductions in unemployment may be a product of their increasing imprisonment rather than a genuine improvement in employment. The same phenomenon occurs when unemployment rates are used to compare nations’ economic performances. Rankings of countries that have incarcerated an increasing proportion of a difficult to employ subpopulation, such as the United States, may be misleading.\(^6\) The United States may appear to be doing well in keeping down its unemployment rate, but this may be only because increasingly large numbers of the otherwise unemployed are behind bars.

In this chapter, we consider the quantitative importance of such concerns. How much, in fact, has the buildup contributed to the apparent performance of the U.S. economy? We find that the literature has overstated the magnitude of the effect of the prison buildup. More realistic estimates of the proportion of inmates who would be working if they were not incarcerated reduce the impact of including inmates in the unemployment statistic. Our estimates are approximately midway between the Bureau of Labor Statistics (BLS) unemployment rates (the standard ones, as cited previously) and the values reported in other studies. We further conclude that although these thought experiments draw attention to the inmate population, they are of limited value for assessing criminal justice or economic policy. At first glance, these recalculations seem startling, but there is less to them in substantive significance than initially meets the eye.

We then turn to another impact of the buildup: the causal impact of incarceration on the employment of ex-inmates. There are several reasons to think that this is negative. Whether it is because prisons are “schools for crime,” because confinement leads to a decay in human capital and the social networks used to find jobs, because of the negative labeling of ex-prison inmates, or because of legal prohibitions on postconviction occupations, an individual’s subsequent employment is predicted to be lower than it would have been without the period of incarceration. However, many of those incarcerated have few labor
market skills, so perhaps these factors do not translate into substantial effects. Or perhaps these negative effects occur in the first several years after release, but then dissipate. Although the provision of prison-based programs has been criticized previously in this book as being too meager, these opportunities are intended to improve labor market outcomes of inmates who participate in them. It is also conceivable that incarceration affects unemployment at the aggregate level. If a state or region had particularly high incarceration rates and consequently a reduced availability of low-wage labor to the legal sector, it might be less attractive as a business locale. Thus, criminal justice policy could affect economic development.

To assess the impact of incarceration on aggregate employment, we review the studies that use individual-level data to assess the impact of prison on the labor market and then provide fresh evidence on the effect of incarceration on unemployment using aggregate, state-level data from the United States. This allows us to take advantage of the substantial cross-state variation in both incarceration and economic outcomes. Because of concerns about the measurement issues discussed as follows, we seek to explain both unemployment rates and employment-population rates. Also, because it is possible that the short- and long-run impacts of incarceration on economic measures are different, we pay particular attention to issues of timing throughout the empirical work.

The results of our regression analyses of state-level panel data reveal that neither the exclusion of inmates from the employment statistics nor a long-run negative relationship between incarceration and employment are discernible in aggregate data. We conclude that there are other important general equilibrium relationships to be considered when evaluating the economywide effects of incarceration on employment.

SHOULD EMPLOYMENT STATISTICS INCLUDE PRISONERS?

In a period of stability in the relative size and composition of the prison population, how inmates are incorporated into the calculation of unemployment statistics is unlikely to be of much practical
importance. However, in a time of change in the prison population, and especially in a time of rapid change, the details of the calculation of aggregate statistics could potentially introduce large biases for some of the uses of the statistics. If policy decisions or popular judgments are informed by the reported numbers, it is possible for a seemingly technical issue of measurement to have real world consequences. Reformers are inclined to fix only things that appear to be “broken.” Therein lays the importance of getting unemployment measured “right.”

The official unemployment rate is calculated by the U.S. Department of Labor each month for each state using data collected by the Current Population Survey (CPS) from a representative sample of 50,000 households. The unemployment statistic is a measure of “slack” in the labor side of the economy and attempts to capture the proportion of the population available for work but not currently employed. To do this, the CPS survey questions are designed to ascertain who is “in the labor force,” meaning those currently working plus those not working but currently available and actively looking for work. The number available and actively looking for work is used as the numerator for the unemployment rate; the denominator is that group plus those working. Given that prison and jail inmates are not available to start work immediately, they (and other institutionalized populations, such as people in long-term care hospitals and nursing homes) are omitted from the calculation of the official unemployment rate.

The designation “in the labor force” is sometimes seen as problematic because it may not capture the full size of the population that might be willing to work under the right circumstances. For example, a weak economy may discourage workers from seeking work. However, these discouraged workers might be immediately available if employment prospects and working conditions improved. To remedy this potential bias, another statistic is often used. The “employment-population ratio” is the number of employed people divided by the number of noninstitutionalized individuals in the population. The disadvantage of this latter statistic is that certain groups may genuinely withdraw from employment. They may instead choose to raise children, return to school, or care for elderly parents, for example.

Over time, the unemployment rate has achieved the status as a summary measure of the health of the economy. It is for this reason, we
believe, that various authors have become interested in recalculating its value to account for incarceration. For example, Bruce Western and Katherine Beckett undertake such a recalculation to compare the performance of the U.S. versus European economies. Any recalculation is a thought experiment that attempts to provide the numerical value of the statistic if it were to be conceived in a different way. But before recalculating the unemployment statistics to incorporate incarceration, it is useful to distinguish more carefully among the questions the unemployment rate is asked to answer.

As noted previously, the question the traditional unemployment rate is designed to answer is “what is the supply of potential labor?” To answer this question, it seems appropriate to omit those behind bars from the numerator and denominator because inmates are unavailable to begin legal sector work in response to an increase in demand for workers. Given that slack in the economy is generally measured relative to the size of the economy, reporting the number of unemployed relative to those in the legitimate labor force also argues for keeping inmates out of the denominator of the unemployment statistic.

One question posed by the literature on incarceration and unemployment statistics is “what would the unemployment rate be in the absence of incarceration?” Answering this question requires making assumptions about how many of the current inmates would be in the labor force, and how many of them would be employed, if they were not incarcerated. There are a number of reasonable approaches one could take to estimating that value, as we discuss later in this chapter. In general, research of this type compares the official unemployment rate to a rate adjusted to account for prisoners. The difference between these two rates is then taken as a measure of the amount of economically productive labor that is lost because of imprisonment.

A second question raised in this literature is “how well are all citizens integrated into the society and economy?” This question expects the unemployment rate to proxy for a much broader phenomenon than do the other formulations. One strand of research, for example, seeks to link high rates of unemployment to participation in social movements and collective violence. In any case, answering this second broader question requires a somewhat different treatment of inmates in the recalculation of the unemployment rate.
We now consider several efforts to assess the impact of incarceration on unemployment. One strategy is to recalculate the unemployment rate based on different notions about how best to incorporate prison inmates into that recalculation.

Using the Unemployment Rate to Compare the United States to Europe

In an important paper, Bruce Western and Katherine Beckett compared the unemployment rate in the United States to other advanced economies without such heavy use of incarceration, using the traditional unemployment rate and two adjusted measures. For the United States and thirteen other Organisation for Economic Co-operation and Development (OECD) countries, they calculated two different counterfactuals: they (1) used the proportion of prisoners who were unemployed prior to their imprisonment to estimate an adjustment to the numerator and denominator of the official unemployment rate, yielding a measure of the "unemployment rate that would be obtained if the incarceration rate was zero"; and (2) added all prisoners to the denominator of the official unemployment rate, yielding a measure of the "unemployment rate that would be obtained if the definition of unemployed were extended to include [all] those incarcerated." When these calculations are done, the currently low U.S. unemployment rate is raised toward the level found in the other OECD nations because the United States imprisons a much higher proportion of its population. The implication drawn is that the western European economies are doing just as well as the U.S. economy, despite the stronger system of welfare protections in the former.

The raw comparison of unemployment rates to incarceration rates across countries is startling. As reported by Western and Beckett, in European countries, the ratio of unemployed males-to-male inmates runs between 20:1 and 50:1. In the United States, this ratio was less than 3 to 1. Thus, it is not surprising that adding the number of inmates in prison to both the numerator and the denominator, as they did in constructing the second counterfactual, raises the unemployment rate substantially in the United States, but not in European countries. Using this comparison, the U.S. unemployment rate does
not fall consistently below the European average until 1992, when the “raw” unemployment rate had crossed in 1984.\textsuperscript{17}

What is less remarked on by Western and Beckett is that the first counterfactual leads to a much less dramatic alteration of the standard picture given by unadjusted unemployment rates. The unemployment rate adjusted to reflect the extent to which inmates are more likely to be unemployed closely mirrors the “raw” rate and, in fact, the Europe–America differences using the two statistics are quite close to each other in the 1990s.

Given the dramatic findings from the second counterfactual, we need to consider what has been gained by this new measure of unemployment, now taking into account the incarcerated population in both the numerator and the denominator. Such a statistic is best viewed, it seems to us, as a measure of the “loss of productive capacity” of a society. This notion is much broader than “unemployment,” even though the unemployment rate is often used as its proxy. If one were to define a statistic to measure that broader notion, it is unlikely that the end product would be their proposed measure because there are many people who are not captured in “the labor force” who by all rights ought to be considered for inclusion. They would include the disabled, those discouraged from seeking work, homemakers caring for young children, and capable retirees. In addition, some of the officially employed may be underused.\textsuperscript{18}

It is useful to compare the Western and Beckett results to other efforts to assess the productive loss due to incarceration. One recent effort to measure the productive loss due to incarceration for the United States is provided by Jeffrey Kling and Alan Krueger.\textsuperscript{19} Their analysis focuses on the loss to the gross domestic product (GDP) of restrictions on inmate labor. At least in principle, all or nearly all inmates could have day jobs, although this would require changes in federal law that severely restrict inmate employment and would have to get around security problems associated with inmate labor. Nonetheless, Kling and Krueger provide another benchmark from a question similar in scope to Western and Beckett’s. They conclude that “permitting inmate labor would likely increase national output, but by less than 0.2% of Gross Domestic Product.”\textsuperscript{20} Because of the assumptions made to perform the calculations, this number is likely substantially
overstated. For example, it assumed that no inmates currently work and that all inmates would work if policy were changed. Yet, the calculated contribution to GDP is still quite small.

In summary, direct assessment of the numbers of inmates in the United States reveals them to be large, in absolute terms, in comparison to historical rates of incarceration and in comparison to the experience of other countries. At the same time, the various calculations of the unemployment rate to account for this large incarcerated population are not very informative. Unless extreme assumptions are made (and sometimes, even then, too), the calculations reveal that the population incarcerated is not so large that it has a great impact on statistics representing the total population or the aggregate economy.

Using the Unemployment Rate to Assess the Strength of the U.S. Economy

Two other papers, by Bruce Western and Becky Pettit and Lawrence Katz and Alan Krueger, raised the concern that the omission of prisoners from the statistics overstates the recent strength of the U.S. economy. Western and Pettit were particularly concerned that cross-group comparisons understate the labor market disadvantage of African Americans. To analyze this, they took an approach similar to the second of the counterfactuals from the Western and Beckett cross-country analysis, adjusting the CPS data to reflect the incarceration experience of various subpopulations. Their adjustments involved revising the employment-population ratio by adding estimates of the number of inmates falling into certain demographic categories to the subpopulation denominator.

Western and Pettit concluded that standard “labor force surveys overestimate the incidence of employment and underestimate employment inequality.” They recalculated employment-population ratios for various groups of the population. Because the likelihood of incarceration is not distributed uniformly, the adjustments are larger for some groups than for others. Furthermore, as the incarceration rate has increased over time, the adjustments have increased as well. They concluded that the omission of incarcerated populations understates the black–white employment gap for young high school dropouts by 45%, more than double the adjustment for the period before 1990.
Given the extent to which incarceration risk is concentrated among particular demographic groups, this analysis provides a useful and valid caution to those who would use employment statistics to make broad judgments about social progress.

However, the Western and Pettit exercise ignores the employment propensity of those behind bars. Rather, their numbers include all prisoners in the potential labor force, similar to the Western and Beckett exercise that led to a change in the cross-country comparisons.26 Katz and Krueger,27 in contrast, used an approach that emphasizes the fact that inmates are at higher risk of unemployment, and, therefore, high rates of incarceration will credit the economy with strength it does not deserve, but this credit is moderated by the fact that prisoners are below-average employees.

Katz and Krueger were particularly concerned that the time-series improvement in unemployment is overstated in traditional statistics.28 For their counterfactual, Katz and Krueger used an estimate of the unemployment rate of inmates if they were not incarcerated of 0.65. This is obviously much higher than the civilian unemployment rate. Katz and Krueger incorporated this estimate into adjusted unemployment rates for a range of possible labor force participation rates for inmates. With a labor force participation rate for inmates near 0.4, their incorporation of inmates into the statistics yields little change from the official numbers. If the labor force participation rate were 0.7, as our reading of the data suggests, the adjusted unemployment rate was 0.073 in 1985 and 0.052 in 1998. These should be compared to the reported rates of 0.070 in 1985 and 0.044 in 1998. Using the adjusted numbers, the decrease in the unemployment rate over this period is 0.021, which is 15% lower than the improvement one would have concluded with the reported (unadjusted) numbers.

For their estimate of the unemployment rate of inmates, Katz and Krueger relied on the preincarceration employment rates reported by Jeffrey Kling, a less than optimal choice, because his sample consists only of defendants in federal criminal cases in California.29 Yet, numbers from nationally representative samples of both federal and state prisoners are available in surveys conducted approximately every 5 years by the BJS. Furthermore, “employment” in Kling’s study is defined as nonzero earnings recorded by the California
Unemployment Insurance system. There are many reasons that unemployment insurance records underestimate the extent of employment: mobility across state lines, self-employment, employment in sectors not covered by unemployment insurance, etc. The same inmate surveys mentioned previously contain self-report information on employment status prior to incarceration. As such, this source is reasonably comparable to the CPS.

Western and Beckett relied on the surveys of inmates of prisons and some additional surveys of inmates of jails to arrive at their estimate of the proportion of inmates unemployed. Rather than the 0.65 unemployment rate used by Katz and Krueger, they read the surveys to provide a best estimate of 0.36. When they adjusted the U.S. data in 1995 using this figure, they found the unemployment rate increased by 0.5 percentage points, which is a 9% increase in its value.

RECALCULATING THE UNEMPLOYMENT RATE

It is possible to improve on the estimates of both studies. As mentioned previously, the inmate surveys provide more representative information than the Kling sample. Furthermore, the inmate surveys asked inmates if they had been unemployed and whether they were looking for work. Therefore, one can construct a measure of labor force participation so one can arrive at a measure of unemployment for inmates that comes quite close to the one used in the statistics for the civilian population. If the purpose is to adjust unemployment statistics, comparing apples to apples is a virtue.

For our own illustrative calculation, summary statistics are derived from the 1991 Survey of State Inmates conducted by the BJS, and used in previous chapters. That survey reported that 67% of inmates were employed at the time of arrest for the crime for which they were imprisoned. Among the 33% who were not employed, nearly one-half were looking for work. The unemployment rate is then $0.155 / (0.155 + 0.67) = 19\%$. Although much higher than the civilian unemployment rate, this number is substantially lower than the estimates used by both Katz and Krueger and Western and Beckett. Table 6.1 reports some simple recalculations using our more realistic number for the unemployment rate for inmates. We report here consistently calculated
<table>
<thead>
<tr>
<th>Year</th>
<th>No. employed</th>
<th>No. unemployed</th>
<th>No. incarcerated</th>
<th>Civilian male unemployment rate</th>
<th>Western and Beckett ($p = 0.36$)</th>
<th>Katz and Krueger ($p = 0.38$)</th>
<th>Our estimates ($p = 0.19$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1985</td>
<td>59,891,000</td>
<td>4,521,000</td>
<td>692,600</td>
<td>0.070</td>
<td>0.073</td>
<td>0.073</td>
<td>0.071</td>
</tr>
<tr>
<td>1995</td>
<td>67,377,000</td>
<td>3,983,000</td>
<td>1,583,046</td>
<td>0.056</td>
<td>0.062</td>
<td>0.063</td>
<td>0.059</td>
</tr>
<tr>
<td>1998</td>
<td>70,693,000</td>
<td>3,260,000</td>
<td>1,715,730</td>
<td>0.044</td>
<td>0.051</td>
<td>0.052</td>
<td>0.047</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>$-0.026$</td>
<td>$-0.022$</td>
<td>$-0.022$</td>
<td>$-0.024$</td>
</tr>
</tbody>
</table>
adjusted male unemployment rates using three different assumptions for the unemployment rate for inmates: (1) the Western and Beckett assumption, (2) the Katz and Krueger assumption, and (3) our own assumed value of 19%, as calculated previously. We report revised calculations for 3 years: 1985, 1995, and 1998. In 1998, the official civilian unemployment rate was 4.4%. The recalculations using the approaches of Western and Beckett and Katz and Krueger yield revised statistics of 5.1% and 5.2%, respectively. Our revision is 4.7%. This shows that more realistic estimates of the proportion of inmates who would be working if they were not incarcerated changes the magnitude of the effect, although, of course, not the direction. Our estimates are approximately midway between the BLS unemployment rates, on the one hand, and the values reported in Katz and Krueger and Western and Beckett, on the other hand.

More recent data show even higher employment rates for inmates. In the 2004 Survey of Inmates, 72% report they were employed in the month prior to their current arrest and, as in previous years, nearly one-half of those without jobs were looking for work. This yields a 14% unemployment rate for inmates. Adjusting the civilian unemployment rate for men with these figures would increase measured unemployment from 5.6% to 5.8%, again a modest increase.

Value of Recalculating the Unemployment Rate
Importantly, these various exercises are thought experiments and nothing more. They are worthwhile reminders that when we use labor force statistics to assess how we are doing, we are omitting a large segment of the population. They also call attention to the fact that incarceration involves the loss of a great deal of productive capacity. Other sorts of “social productivity,” such as volunteer work, may be lost as well. However, by themselves, these thought experiments do not recommend any particular course of action, a point sometimes missed in the literature. In addition to those behind bars, the unemployment rate also omits children, persons who are elderly, persons with disabilities, and their unpaid caregivers. Yet, any policy implications of these exclusions depend on the other values and interests that are being served by those exclusions. For example, concurrent with the prison buildup has been a large increase in the numbers of workers receiving
Social Security Disability Insurance (SSDI), after Congress loosened the standards in the late 1980s and early 1990s. SSDI takes workers out of the officially counted labor force, and because many who qualify are already not working, a liberal SSDI policy lowers the unemployment rate. Whether this change “artificially” lowers the unemployment rate depends on the legitimacy of the purpose being served.

Moreover, although thought experiments can, by fiat, exclude extraneous (to the researcher) considerations, real policy changes cannot. In the present context, it would seem necessary to consider the effects on crime of any change in the imprisonment rate – just as the policy recommendation to include children, homemakers, or people who are elderly in the labor force would have a host of effects to consider. Western and Beckett dismiss this concern by asserting that prison is not “about” crime control. They contend that, because crime rates and imprisonment rates do not covary over time, imprisonment rates cannot be “about” crime control. (“U.S. incarceration trends are only loosely connected to the level of criminal activity.”) Yet, this position must be rejected because the effect of prison rates on crime rates is under contention, with at least some studies finding a modest negative effect, as does Chapter 3. Moreover, these studies are concerned with marginal increases in the number of prisoners – not the release of the most serious offenders. The effect of the thought experiment, if actually carried out, would be to vastly increase the crime rate because the most serious offenders would be included in the mass release.

Recalculations of the unemployment rate to include the incarcerated population can be quite important in a period of changing rates of incarceration, or when the distribution of the risk of incarceration is quite skewed, but only to the extent that the unemployment rate is being used as a gauge of the state of economic or social standing of the population. As a result, recalculations of official statistics can be illustrative. However, it is not clear to us that these scenarios have any direct implications or suggestions for public policy that are not contained in the raw numbers themselves. That is, it is useful to know the unemployment rate calculated in the standard manner and then, as a separate issue, discuss whether it is wise or unwise to force or induce into the economy homemakers, prisoners, persons with disabilities, or workers in the first several years past the standard retirement age.
DO HIGH RATES OF PRISON LEAD TO HIGH RATES OF UNEMPLOYMENT?

A related question is what effect incarceration has on aggregate unemployment in the longer term. If there are labeling effects due to a prison record, or scarring effects due to negative experiences while in prison, or if the time out of the labor market degrades prisoners’ abilities to find jobs through social networks on release, unemployment rates will increase because there are more and more ex-prisoners in the population. Thus, the omission of inmates from unemployment statistics makes the short run look somewhat rosier than it should and, furthermore, masks the negative long-run consequences for unemployment.

Individual-Level Evidence on Unemployment and Incarceration

This line of argument is stated briefly in Katz and Krueger and is more fully developed by Western and Beckett (in an article) and Western (in a recent book), who claim to test it empirically. The empirical strategy involves the use of data from a longitudinal data set of American youth (the National Longitudinal Survey of Youth [NLSY]) to estimate the long-term effects of imprisonment on unemployment. The results presented by Western and Beckett are less supportive of the theory than their text indicates, although a more recent calculation by Western suggests that the effects may be stronger. In the Western and Beckett calculation, only juvenile, not adult, imprisonment has a substantial, negative effect on long-term future employment, meaning that juveniles who are incarcerated will do far less well than their cohorts who are not. With regard to adult offenders, there is a bit of evidence that employment is lower after release from adult incarceration. However, the early negative effects, those that occur in the first and second years after release, could easily be incapacitation given the imprecise nature of the variable proxying incarceration. The “long run” they identify is year 3 and maybe year 4, and here imprisonment has a measurable but very small impact on employment. As Western and Beckett put it, the negative effects of adult incarceration on employment “decay within three to four years of release.” Because Western and Beckett’s key arguments all pertain to adult corrections, there is little in this set of
results that supports their position. Moreover, juvenile corrections has not experienced the growth that adult corrections has experienced, further under cutting the dynamic that Western and Beckett propose drives the nexus linking incarceration to more unemployment. The findings do not justify a strong conclusion that prison has a long-term negative impact on employment.

Western’s more recent publication finds stronger effects of prison on future earnings. He conducts two analyses. In the first, Western breaks out NLSY survey respondents who, at age 27 years, had been incarcerated. He then calculates their hourly wages, number of weeks employed, and annual earnings per year, both before and after incarceration. These calculations are done separately for whites, Hispanics, and blacks. The negative effects of imprisonment on wages appear modest, depending in part on race/ethnicity. Wages decreased from $10.25 to $9.25 per hour for blacks and from $12.30 to $10.31 for Hispanics. For whites, there was a tiny increase, from $11.40 to $11.80. However, incarceration effects on annual employment (number of weeks worked per year), and thus annual earnings, are quite large. The drop in the number of weeks worked was largest for whites, from 37 to 23. (This may explain the slight increase in white wages because only the “better” white employees stay in the labor force.) For Hispanics and blacks, the number of weeks worked decreased, respectively, from 35 to 24 and 35 to 21. Annual earnings, a more general measure of standard of living, dropped from $13,340 to $7,020 for blacks, from $13,290 to $9,140 for Hispanics, and from $13,700 to $9,760 for whites. It would be useful to know whether the annual earning penalty persists over time, or decays for those not reimprisoned, but Western does not report this. (Interestingly, across racial groups, those who will be imprisoned in the future have roughly equal annual earnings: $13,340 for blacks, $13,290 for Hispanics, and $13,700 for whites.)

In the second analysis, Western identified a group of NLSY respondents who had been involved in crime at an early age, but had never been sent to prison. This comparison group either had trouble with the law as juveniles or spent time in jail but was not later incarcerated. This research design presumes that the comparison group is similar to those who would ultimately serve time in prison, permitting Western
to isolate the independent effect of incarceration. To account for any difference in the two groups that did exist, a regression analysis to predict career outcomes controlled for several other factors, including education, work experience, drug use, and education. Separate analyses were conducted for whites, Hispanics, and blacks. The effects of imprisonment appear quite large on hourly wages, weeks worked per year, and annual income. For example, black ex-offenders were paid 12.4% less than crime-involved but not incarcerated respondents, and had their annual income reduced by 36.9%. For Hispanics, incarceration reduced their hourly wages by 24.7%, and annual incomes were reduced by 32.2%. Finally, for whites, wages were reduced by 16.3%, and annual income was lowered by 35.8%. Although Western controlled for many factors, if ex-inmates are really different than those not sent to prison in temperament, abilities, presentation of self, and disposition to commit future crimes, control factors may not be able to pick up these differences. Comparing prisoners to those individuals with troubled pasts but who did not go to prison may still be comparing apples and oranges, even in the presence of those control variables that are available.

Jeffrey Kling’s research, in contrast, finds that those who are incarcerated for longer terms suffer no adverse employment outcomes relative to those incarcerated for shorter terms.42 Kling has a better research design than the earlier studies because he is able to use the random assignment of criminal cases to judges to ensure that the effect of incarceration he identifies is the result of sentence length and not some other characteristic that differs between the comparison group and the treatment group. At the same time, he obtains a reliable estimate of the effect of more prison time, not the effect of going to prison versus some lesser sanction. Interestingly, although Kling finds “no substantial evidence of a negative effect of incarceration length on employment or earnings”43 for as long as 9 years after release from prison, he finds some short-run positive impacts. In the first year or two after release, employment and earnings are higher for those with longer sentences, an effect that is partially explained by conditions of corrections such as time in a work release center. These results provide a strong counterpoint to the earlier findings of a negative impact of incarceration and are consistent with other results in the literature.
documenting that inmates tend to have poor employment outcomes both before and after release from prison.\textsuperscript{14}

In summary, the work in this area has failed to establish large negative effects of incarceration on individual-level employment outcomes. Before we turn to the evidence regarding mass incarceration’s impacts on the overall economy, one other set of studies merits review.

**Measuring the Impact of Imprisonment on Unemployment through Gauging Acts of Discrimination**

If released prisoners have no special difficulty finding a job, this would undercut the claim that prison damages inmates’ future economic opportunities. The unemployment rate of ex-prisoners is high, ranging between 25\% and 40\%,\textsuperscript{45} which suggests that ex-prisoners may face discrimination in the labor market. However, ex-prisoners have below-average marketable skills and education, and often return to communities with disproportionately high unemployment rates, poverty, drug addiction, and gang activity.\textsuperscript{46} They typically have extensive criminal records before the arrest that resulted in their imprisonment. For example, among nonviolent offenders released from state prison, 95\% had an arrest prior to their imprisoning arrest, 80\% had a prior conviction, one-third had been arrested for violent crimes, one-fifth had been convicted of a violent crime, and 8\% had used a weapon during their current offense. The average number of prior arrests was 9.3, and the average number of prior convictions was 4.1.\textsuperscript{47} Thus, the high rates of unemployment among ex-prisoners may be a product of “who” they are and their returning communities, rather than a product of the imprisonment experience per se or possible discrimination against prisoners.

**Measuring Directly Offender Discrimination, Racial Discrimination, and Their Interaction**

If it is not entirely clear what effect prison has on the careers of inmates, still another strategy for gauging this is to look at the attitudes and behavior of employers. Putting employers, rather than inmates, under the microscope may provide new information. In one study, Harry Holzer, Steven Raphael, and Michael Stoll, in 2001, surveyed 619 firms in Los Angeles County, asking respondents if they would be willing to hire a job applicant who had a “criminal record.”\textsuperscript{48} It was
left open whether the offender had served time in prison. In addition, Holzer and colleagues asked the respondents if they checked the criminal backgrounds of job applicants. Just more than 40% stated that they would “probably not” or “definitely not” hire an applicant with a criminal record. Less than half that number, about 20%, said that they would definitely or probably consider hiring an applicant with a criminal history. Thirty-five percent of the employers, the modal response, said that their willingness to hire an applicant with a criminal history depended on the crime. To add perspective, Holzer asked similarly worded questions about the employers’ willingness to hire other groups of low-skilled and (potentially) negatively stereotyped groups. Ninety-three percent of the employers said they would definitely or probably hire former welfare recipients, and 66% indicated they would probably or definitely hire workers with spotty work histories. Clearly, then, individuals with a “criminal record” face discrimination in the labor market. Holzer and colleagues draw this inference from the data, “From the view point of employers, a criminal history record may signal an untrustworthy or otherwise problematic employee. Employers may avoid such workers due to a perceived increased propensity to break rules, steal, or harm customers.”

Because prison inmates are a subset of individuals with “criminal records,” sorted out for the most serious crimes and history of criminal offending, presumably employers would be even less open to hiring ex-prison inmates.

To establish trends on employer checking of criminal backgrounds, Holzer and colleagues supplemented the 2001 data with data they had collected in 1992 and 1994 on this issue. One finding is that criminal background checks rose substantially in the 1990s, perhaps as a result of the Internet. Of greater substantive significance is a second finding: employers who conduct criminal background checks are far more likely to hire African Americans than employers who do not conduct such checks (11.2% vs. 3.3%). Holzer and colleagues conclude that “the more information available to employers about the criminal histories of individuals, the less likely the potential discrimination against black men, even if there will be greater reluctance to hire individuals with criminal records under these circumstances.”

Holzer and colleagues asked employers what they would do in future hypothetical situations, raising the problem that attitudes correlate
imperfectly with behavior. Survey respondents may say that they will treat job applicants evenhandedly, but discriminate in actual situations. To get around this problem, Devah Pager arranged for pairs of black and white males to apply for advertised positions in Milwaukee. The pairs were matched in physical appearance and credentials, except one member of each pair was randomly assigned a fictitious criminal record (having served 18 months in prison for a felony drug conviction for possession of cocaine with the intent to distribute). This design allowed Pager to isolate the effect of race and prison record, with everything else held constant. The dependent variable was the proportion of applicants who were called back by employers for potential employment. If an applicant was offered a position on the spot, this was counted as a positive “callback.”

Before turning to findings, we note that degree of discrimination might depend on the crime scripted. Pager chose cocaine possession with the intent to distribute, which is neither a violent felony nor a low-level drug crime. At least drug possession, and perhaps even drug sales, can be considered a “victimless” crime, in the sense that the primary “costs” of the crime are borne by the drug users themselves. However, some (perhaps most) employers would worry that a former distributor of cocaine might become a future user or seller on the job. It would be informative to see if differently scripted crimes would produce different results. Still, not everything can be found out in a single experiment, and this is an excellent effort as far as it goes.

The strongest effect in the audit study was racial discrimination. Among applicants without criminal backgrounds, 34% of the whites received callbacks compared to 14% of the black applicants. In addition, applicants with prison records were at a disadvantage relative to those without prison records. Only 5% of the blacks with prison records received a callback, compared to 14% of blacks without criminal records. For whites, 17% of those with a criminal record received a callback, whereas 34% of whites without records were called back. Finally, an interaction effect appears to have occurred between race discrimination and offender discrimination, although the interaction effect was not statistically significant. For whites, the ratio between callbacks of nonoffenders to offenders was 2 to 1, whereas the ratio for blacks was 3 to 1. In other words, the effect of a criminal record...
was 40% larger for blacks than for whites. From these findings, Pager concludes that the prison buildup has harmed many and that African American citizens have been more than doubly disadvantaged.

Three key points come out of these works. First, employers are averse to hiring ex-offenders and ex-prison inmates. Pager argues that this finding of discrimination against ex-prison inmates constitutes double jeopardy – punishing the same individual twice for the same crime.54 Still, from the point of view of any particular employer, ex-prisoners may indeed be a bad bet. How much weight, then, should be given to ex-prisoners’ status, legitimately? We believe it unrealistic to argue zero, which, at least in principle, could be achieved by making criminal background checks and criminal job interview questions illegal, or 100%. Something in-between seems reasonable. That something arguably coincides with Pager’s finding that offenders experience some discrimination in the job market, but are not excluded from it. However, it is only arguably because we have no real standard for “legitimate” discrimination against ex-prisoners.

Second, both sets of findings suggest that the issue of racial discrimination cannot be fully disentangled from the discrimination against criminal offenders. Holzer finds that racial discrimination lessens when employers are assured that applicants do not have a criminal background. Pager finds evidence of racial discrimination against blacks, discrimination against offenders, and an interaction effect that exacerbates the disadvantage.

Third, Holzer finds evidence of discrimination against criminal offenders; Pager finds discrimination against ex-prison inmates. From these findings, it is not clear how much discrimination would be reduced if the numbers behind bars were reduced, but the level of criminality remained the same. Employers may use prison experience as a proxy for serious crime; eliminating the proxy may provide no net benefit. The “discrimination” problem may not be too much prison but rather too much crime.

Finally, these two designs, as informative as they are, do not provide the sort of information needed to address the additional issue of the aggregate effects of the buildup on unemployment. For there to be an aggregate effect of discrimination on unemployment, prison must not only negatively label an offender, moving ex-inmates to the end
of the employment queue, but also damage their employability in an absolute sense. Employers would have to be willing to choose no one over an ex-inmate. Unemployment rates cannot be inferred from the outcomes of individual offenders released from prison. We address this issue empirically in the next section.

In what follows, we take seriously the possibility that heavy use of incarceration has negative consequences for the aggregate economy. We test this idea using state-level panel data, considering the unemployment rate and the employment-population ratio as dependent variables. Before we turn to the data and results, it is helpful to specify the hypothesized relationships among these variables.

**Empirical Results**

The previous discussion of the unemployment statistics excluding those who are incarcerated implies that in the short run, increases in the use of prison will lead to decreases in measured unemployment regardless of the causal impact of incarceration on an individual’s employment prospects. Furthermore, this effect is expected to be linear: the larger the increases in prison population, the more imprisonment will “hide” unemployment. The alarm sounded by Western and Beckett concerned the situation in which a rapid expansion of the prison population ends and the prison population levels off or falls. Under such conditions, there will no longer be a short-run effect to make unemployment appear smaller than it is and, at the same time, the cumulative effects of the previous expansion will result in higher unemployment.

Along these lines, a recent contribution to the literature on the effect of incarceration on employment is by Freeman and Rodgers, which evaluated the relationship of aggregate incarceration on microlevel employment. They found that “[a]reas with the most rapidly rising rates of incarceration are areas in which youths, particularly African American youths have had the worst earnings and employment experience, and where men aged 25–64 have also done poorly.” In this setting, the short-run effect of incarceration cannot make unemployment rates artificially low (because incarcerated individuals are not in the data set). Therefore, the estimated relationship must represent the long-run effect. Of course, this relationship could result from either
individual-level effects (e.g., the negative effect of a criminal record on employment opportunities) or through macrolevel mechanisms (e.g., prison damaging the local labor market).

Clearly, this theory requires that one consider carefully the timing of the two relationships between incarceration and unemployment. In any given year, the unemployment rate is affected by both current and past corrections policy. Therefore, any statistical model must allow for short-run and long-run effects that may be of opposite signs.

The test of the theory, then, is whether the once lagged (i.e., the previous year’s) change in the state prison population has a negative relationship to the unemployment rate, reflecting the suppression of the appearance of unemployment in the year following a prison expansion. We refer to this concern of Western and Beckett as the “definitional” effect. In the longer run, 3 to 4 years out, the theory implies that increases in imprisonment rates should be associated with increases in the unemployment rate because in the long run the causal effect of incarceration on the economy will prevail, no longer masked by the definitional effect. Thus, the third and fourth lags of the change in prison population would be expected to have positive signs. We have no prior expectation for the sign of the second lag of the change in state prison population because it may include both short- and long-run impacts.

We study the relationship between incarceration and employment outcomes in a panel of U.S. states. Although most of the prior discussions illustrate their arguments by comparing nations, which in most cases means the United States versus other industrialized societies, nothing in the theory precludes it from being applied to subnational units, such as states. Several empirical advantages exist in doing so. First, only one country (the United States) has had sufficient prison buildup over time to allow the long-run effect of a major buildup to occur. Second, U.S. state-level data are both more available and more consistent than data across countries. Third, the number of observations using state-level data (fifty observations times 24 years) is greater than the number of observations using cross-country data. Finally, the state is a useful unit of analysis because much criminal justice policy is set at the subnational level. Texas, for example, has a much higher incarceration rate than does Minnesota. This research design takes advantage of that variation.
Descriptive statistics are presented in Table 6.2 for two alternate dependent variables (the percentage of unemployed for males 16 years of age and older in the labor force and the percentage of employed males 16 years of age and older relative to the male population) and a set of control variables. It is useful to distinguish between the variables for which there are greater variation across states or across time, as seen in the standard deviation of state means or yearly means. The two dependent variables are quite different when viewed this way; there is much greater variance from state to state in the employment population ratio than the unemployment rate. Male prison inmates per 1,000 male population vary more across states than over time within
states. Of particular note is the relative variation across states or across time of real gross state product per capita. The variation across time is about twice as great as the variation over states. Finally, the proportion of a state’s population that is African American or living in metro areas is nearly constant over time, but varies highly across states.

In the results reported in Table 6.3, the dependent variables are the logit of the male unemployment rate and the logit of the employment ratio. The logit was taken because the underlying statistics are decimal variables empirically bounded by 0 and 1. We use state and year fixed effects in some models and random state and year effects in other models to control for unmeasured effects particular to each state and each year. The first two models in Table 6.3 are the fixed effects models for the logit of the unemployment rate and the logit of the employment ratio. The third and fourth models are random effects models.

The “definitional” impact of incarceration on the economy should be observed as a negative coefficient for the lagged change in state prison population in regressions with the unemployment rate and a positive coefficient for regressions using the employment ratio. However, none of the estimated effects for this variable are statistically significant in any of the four models. This does not, of course, mean that the definitional effect is nonexistent. The reported regression coefficients indicate the total effect of incarceration on employment conditions, only a part of which is composed of the definitional effect. When the total effect is opposite the hypothesized direction for the definitional effect, or when the effects are not significant, there must be countervailing effects of incarceration that have not been considered in the literature where unemployment rates are recalculated. For example, it is plausible that a strong and active criminal justice system, as embodied in the incarceration rate, contributes to a secure environment, which promotes economic investment and thus job growth. Perhaps enough jobs are created to counteract the definitional effect.

The long-run, or causal, impact of incarceration would appear as a statistically significant positive coefficient for the third and fourth lags of the change in the prison population for models with the logit of the unemployment rate, and a negative coefficient for the third and fourth lags of the change in the prison population for models with the logit of the employment ratio. Yet, none of these coefficients
is statistically significant in the four models. There does not seem to be a discernible long-term effect of incarceration on employment conditions.

In summary, there is no discernible short-term effect of prison population size on either the unemployment rate or the employment

### Table 6.3: Maximum Likelihood Regressions of Unemployment Rate and the Employment-Population Ratio on State Prison Population (SPP)

<table>
<thead>
<tr>
<th></th>
<th>Model 1 (Logit UR)</th>
<th>Model 2 (Logit Emp-pop)</th>
<th>Model 3 (Logit UR)</th>
<th>Model 4 (Logit Emp-pop)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Intercept</td>
<td>−1.377*</td>
<td>−2.721</td>
<td>−0.257</td>
<td>−4.281*</td>
</tr>
<tr>
<td>(2.024)</td>
<td>(1.082)</td>
<td>(1.092)</td>
<td>(0.907)</td>
<td>(0.827)</td>
</tr>
<tr>
<td>Lag(ln SPP)*</td>
<td>−0.119</td>
<td>0.135</td>
<td>−0.029</td>
<td>0.037</td>
</tr>
<tr>
<td>(0.824)</td>
<td>(0.086)</td>
<td>(0.098)</td>
<td>(0.059)</td>
<td>(0.062)</td>
</tr>
<tr>
<td>Lag(% changeSPP)</td>
<td>0.109</td>
<td>−0.112</td>
<td>0.018</td>
<td>−0.009</td>
</tr>
<tr>
<td>(0.092)</td>
<td>(0.098)</td>
<td>(0.082)</td>
<td>(0.088)</td>
<td>(0.088)</td>
</tr>
<tr>
<td>Lag2(% changeSPP)</td>
<td>0.153</td>
<td>−0.185</td>
<td>0.082</td>
<td>−0.105</td>
</tr>
<tr>
<td>(0.093)</td>
<td>(0.100)</td>
<td>(0.091)</td>
<td>(0.098)</td>
<td>(0.095)</td>
</tr>
<tr>
<td>Lag3(% changeSPP)</td>
<td>0.128</td>
<td>−0.098</td>
<td>0.082</td>
<td>0.014</td>
</tr>
<tr>
<td>(0.089)</td>
<td>(0.095)</td>
<td>(0.088)</td>
<td>(0.095)</td>
<td>(0.095)</td>
</tr>
<tr>
<td>Lag4(% changeSPP)</td>
<td>0.049</td>
<td>−0.094</td>
<td>0.024</td>
<td>−0.065</td>
</tr>
<tr>
<td>(0.075)</td>
<td>(0.082)</td>
<td>(0.076)</td>
<td>(0.082)</td>
<td>(0.082)</td>
</tr>
<tr>
<td>Lag(GSP per capita)*</td>
<td>−0.370*</td>
<td>0.351*</td>
<td>−0.542*</td>
<td>0.533*</td>
</tr>
<tr>
<td>(0.164)</td>
<td>(0.175)</td>
<td>(0.135)</td>
<td>(0.143)</td>
<td>(0.143)</td>
</tr>
<tr>
<td>Lag(% 16–19)</td>
<td>−9.705</td>
<td>10.112</td>
<td>−12.149</td>
<td>12.73*</td>
</tr>
<tr>
<td>(3.410)</td>
<td>(3.607)</td>
<td>(3.475)</td>
<td>(3.668)</td>
<td>(3.668)</td>
</tr>
<tr>
<td>Lag(% 20–24)</td>
<td>28</td>
<td>−3.297</td>
<td>4.691*</td>
<td>−4.817*</td>
</tr>
<tr>
<td>(2.434)</td>
<td>(2.582)</td>
<td>(2.361)</td>
<td>(2.454)</td>
<td>(2.454)</td>
</tr>
<tr>
<td>Lag(% 55 and up)</td>
<td>−8.736*</td>
<td>8.774</td>
<td>−5.472*</td>
<td>5.442*</td>
</tr>
<tr>
<td>(1.741)</td>
<td>(1.842)</td>
<td>(1.445)</td>
<td>(1.305)</td>
<td>(1.305)</td>
</tr>
<tr>
<td>Lag(% black)</td>
<td>0.323</td>
<td>0.470</td>
<td>0.338</td>
<td>−0.338</td>
</tr>
<tr>
<td>(5.167)</td>
<td>(5.447)</td>
<td>(0.001)</td>
<td>(0.889)</td>
<td>(0.889)</td>
</tr>
<tr>
<td>Lag(% metro)</td>
<td>−0.001</td>
<td>−0.002</td>
<td>0.003</td>
<td>−0.001</td>
</tr>
<tr>
<td>(0.002)</td>
<td>(0.003)</td>
<td>(0.003)</td>
<td>(0.002)</td>
<td>(0.002)</td>
</tr>
<tr>
<td>Lag(%GSP mining &amp; manufacturing)</td>
<td>−0.004</td>
<td>−0.004</td>
<td>−0.001</td>
<td>−0.004</td>
</tr>
<tr>
<td>(0.004)</td>
<td>(0.004)</td>
<td>(0.004)</td>
<td>(0.003)</td>
<td>(0.003)</td>
</tr>
<tr>
<td>F-test (% change variables)</td>
<td>−1.771</td>
<td>−108.0</td>
<td>−93.06</td>
<td>−777.4</td>
</tr>
<tr>
<td>(p = 0.523)</td>
<td>(p = 0.302)</td>
<td>(p = 0.874)</td>
<td>(p = 0.573)</td>
<td></td>
</tr>
</tbody>
</table>

* State prison population (SPP); ** gross state product (GSP).

Note: Models 1 and 2 include fixed state and year effects (not reported); models 3 and 4 include random state and year effects (not reported). N = 1,050 for all models. Standard errors are in parentheses.
population ratio. We conclude that, in the state-level panel data, there is no evidence that incarceration actually has the effects on unemployment proposed by Western and Beckett. We find no support for a definitional impact of incarceration on unemployment and, perhaps more surprisingly, little support for a causal effect of incarceration. It is difficult to “prove” a noneffect. Still, we have consistently found no evidence of relationships of the form hypothesized by Western and Beckett, even as we changed aspects of the model and estimation process. It is possible that the long-term effects are right around the corner, but this seems increasingly unlikely.

CONCLUSION

Some scholars argue that America’s reliance on mass imprisonment has caused, and will to continue to cause, great damage to American society, above and beyond the grinding deprivations of prison life for so many. High rates of imprisonment are “shattering communities in order to save them.” Along these lines, a number of studies claim to have found that mass imprisonment masks high rates of unemployment in the short run and generates high rates of unemployment in the long run.

The unemployment statistic was designed to measure one thing—slack in the economy. From the demand side, if new job opportunities become available, will people come running to them? From the supply side, how many people are currently excluded from the economy and have to face the pains of unemployment? Prisoners do not fit into this accounting; they are neither employed nor unemployed. Forcibly detained, prisoners cannot run to employment opportunities as they open up, and the distress caused by market exclusion becomes one of the many pains of imprisonment. Although prisoners contribute little to the GDP, their detainment may or may not have social purpose, as is discussed elsewhere in this book.

We have found that the recent recalculations of the unemployment rate to incorporate prisoners have given an undeserved impression of great effect. However, the larger point is that if unemployment is too narrow a concept to encompass prisoners, so, too, is productivity. Perhaps a new, broader measure should be developed to measure the sum total of “contributions” to society. However, in the absence of
such a measure, we cannot expect the unemployment rate to proxy for concerns it was not intended to measure.

A main finding of this chapter is that, with regard to unemployment, the implications from the literature on recalculations of the unemployment rate and from the literature on the consequences of incarceration on individual-level employment outcomes do not translate into observable aggregate relationships. Mass imprisonment does not seem to have generated unemployment, at least as far as can be identified with variation across states in the extent of the buildup. There are many possible links from incarceration to the economy. The most obvious is that law enforcement activity is often necessary to re-create conditions conducive to economic activity. Such aggregate-level, general equilibrium consequences mean that the social calculation of the proper scope for incarceration is complicated.

Is it plausible that there is a zero aggregate effect of incarceration on employment in either the short or long run? Yes. Although the U.S. prison population is large relative to historical levels and to that in other countries, the overall numbers are small relative to the aggregate economy, especially once one takes into consideration that the potential labor market productivity of prisoners is relatively low (even if employment rates are higher than one might think). Thought experiments are useful for raising issues for further inquiry. However, no thought experiment can substitute for rigorously conducted empirical studies. Critics of the prison buildup have a number of solid grounds on which to challenge that high-cost policy. As far as we can tell, increased unemployment is not one of them.

Even if one were to grant that the prison buildup benefits society as a whole, this does not diminish the point that certain demographic groups, more than others, suffer the consequences of high rates of imprisonment on postprison employment. The idleness of incarceration represents a challenge for society to address, regardless of whether incarceration causes increased idleness. The most severe impact is on African American males, especially those with low levels of education. However, again, the policy implications of these “raw” findings do not suggest immediate policy implications.

More broadly, the painful reality of American society is that the issues of race and crime are not easily decoupled. The excellent work on employer discrimination, as reviewed previously, finds that employers
(1) discriminate against African American job seekers, (2) discriminate against job seekers with a criminal record, and (3) are especially harsh toward African American applicants with prison records, but (4) discriminate less against African American job seekers when they can be reassured that the applicants do not have a criminal record. The vast majority of African Americans have not violated the law; the problem is that they are stereotyped as otherwise. This form of statistical discrimination is difficult to break. Reducing the rate of imprisonment by a modest amount is unlikely to be very helpful in the near term.
CHAPTER SEVEN

Conclusion: Right-Sizing Prison

Sanctions, penalties, and the fear of punishment are merely braces and not foundations.¹

The dominant competitive weapon of the twenty-first century will be the education and skills of the workforce.²

The prison buildup movement, we have argued, was a pragmatic effort to deal with an escalating crime rate rather than, as the critics claimed, an irrational expression of a disturbed population or an effort to achieve an otherwise extraneous political agenda. The critics include David Garland and Loïc Wacquant, in a tradition that springs from the work of Michel Foucault.³ These attributions of irrationality, we found, do not fit the available facts. Yet, more generally, although social movements are pragmatic efforts to create new social forms, they are not deliberative bodies or research seminars. They do not collect evidence on the structures that they are seeking to bring, or have brought, into being. Data analysis (with all its complications) is not part of their “repertoire” for contention. Social movements are rational, but they are not hyperrational. If successful in achieving their immediate goals, they may not know how, or even when, to stop. More prisons, even if effective up to a point, may have exceeded that point during the buildup, as well as damaged society in other ways. The prison buildup movement may have unknowingly gone too far. Although social movements are strong in their mechanisms of mobilization, they have weak brakes.

To expand on these points, our analysis suggests that the prison buildup movement took the lead in a reasonable effort at social
experimentation and change. Crime rates began to increase rapidly during the late 1960s. The initial response to this was to lower the level of imprisonment, both in absolute numbers of prisoners and more so relative to the escalating crime rate. The antiprison forces prevailed. This was the first break in the historic trend of nearly steady rates of imprisonment. When the crime rate turned even more serious, however, a crisis set in. A social movement from below came to demand greater punishment. There followed a switch in time.

The evidence bears out this part of the story. The American public came to demand tougher punishment, including more prisons. Our work suggests that this occurred for instrumental reasons. The upshot was that increasing numbers of people began to serve time behind bars, and the increase was substantial. Something new and different was being created: a society of captives writ large. This society was concentrated among the poorly educated and racial minorities.

So what has been the outcome? We have considered several dimensions: order behind bars, labor market impacts, reentry problems, and crime reduction. Also, in assessing these particular outcomes, what of a more general nature has been learned about prisons and how they perform?

**COLLAPSE BEHIND BARS**

Critics of the buildup expressed a reasonable concern that the buildup would result in an organizational collapse, a failed state—like situation. Some authors warned that the strains of an ever-increasing prison population would produce mass violence. This did not occur; in fact, quite the opposite. During the buildup period, prisons became much safer for inmates and correctional staff, and less prone to riots and disturbances. Prisons became more, not less, stable.

In Chapter 4, we argue that prisons are systems of cooperation, although hierarchical and authoritarian in nature. Correctional authorities (line staff through the chain of command to agency heads) issue orders, evaluate the inmates’ response to those orders, and sanction them for noncompliance. Inmates may choose to comply with or resist these orders. Prison riots are the ultimate breakdown in cooperation; inmates seize territory and hold it for a time. This argument was rooted in the classic study of prisons by Gresham Sykes.1
However, in contrast to Sykes, as well as the buildup critics, we argued that effective institutional leadership might arise to meet severe challenges, including those associated with the buildup. As an example, the New York City Department of Correction experienced high rates of inmate-on-inmate and inmate-on-staff assault in the first half of the 1990s. This showed that management was not in control of the correctional facilities on Rikers Island, which housed nearly 20,000 inmates. The management response to this problem, known as TEAMS (the Total Efficiency Accountability Management System), began to hold every level of the agency accountable for its contribution to the chaotic culture and environment. The resulting reduction in disturbances in those facilities is astounding. As another example, the high-profile killing of a priest in a Massachusetts prison led to reforms to improve not only safety, but also daily life and efficiency throughout the prison system. By addressing the institutional problems revealed by prison violence, corrections professionals, line staff, and politicians have been able to manage the consequences of the prison buildup fairly effectively.

These case studies, however, have not yet yielded a general understanding of the core features of effective correctional leadership and management. Nor do they indicate that all prisons are as safe, orderly, and supportive of reentry as they could be, as demonstrated recently in the findings of the Commission on Safety and Abuse in America’s Prisons. Of related importance is the role of courts in creating, or destroying, order. Although this book did not conduct a detailed analysis of the judicial role in effecting prison reform, we would like to comment briefly on this role in so far as it bears on the issue of order. The courts may be seen as externally constraining of correctional operation, but real people (judges and their appointees) do the constraining. They can work more or less effectively. On the ineffectiveness side, judges are not trained as administrators, nor are they experts on the details of how prisons work. Heavy caseloads limit the time a judge can spend on any one case. Moreover, judges cannot “order” effective institutional reform, any more than school principals can order learning in the classroom or chief executive officers can order their firms to avoid bankruptcy. Schools, business firms, and prisons may all fail, despite the “command” to succeed.
However, the judiciary may work effectively with corrections. We know this primarily though case studies, such as Leo Carroll’s study of the transformation of Rhode Island’s maximum security prison. An alliance was struck between the judiciary and prison officials, permitting the restoration of order. Likewise, Feeley and Rubin observed that judicial involvement in the Arkansas prison system showed signs of progressive administration. The judge divided complex problems into manageable component parts, used both incentives and punishment to motivate slow-moving corrections officials, required detailed reports to enforce accountability, and fostered a moral commitment to the mission of the agency.

Another point is that too much weight can be given to the role of the courts in effecting positive reform. As a recent example of an excessively courtcentric approach, law professor James Q. Whitman compared U.S. prisons with those in continental Europe. Although Whitman is highly critical of the greater harshness of U.S. prisons, he qualifies this by noting that U.S. prisons have improved, but only because “courts have actively engaged in improving American prison conditions.” In recent years, this intervention has waned and, in that measure, U.S. prisons will become correspondingly worse. Whitman links bad conditions with prison violence; thus, it would follow that rates of prison violence should have increased in the last quarter-century. Yet, we know, from Chapter 4, that rates of violence seem to be going downward, and we argue that internal leadership and management deserve some of the credit. Moreover, Whitman ignores the problem of institutional competence and capacity. For him, the good intentions of the judiciary and the alleged bad intentions of correctional administrators are the only relevant considerations. Our core point is that effective reform requires both good intentions and strong capacity among various actors.

In summary, prison order is best understood in dynamic terms, as a balance between institutional leadership from above and resistance and rebellion from below. In the period prior to the buildup, the forces of inmate resistance held the advantage. The rates of prison disturbances and assaults against staff were high. Buildup critics warned of a multiplying effect: the additional stress would cause the rates of violence and disorder to rise even higher. This was far too deterministic
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a prediction. Perhaps seeing the potentially explosive situation, institutional leadership undertook the measures needed to reduce stress and achieve stability.

LABOR MARKET CONSEQUENCES

Another consequence of mass incarceration that we considered is its effect on labor markets. Although there are reasons to believe that incarceration damages the employment prospects of inmates, the best studies fail to find evidence of large effects of the buildup. At the same time, these studies point out how poor the labor market prospects of inmates are, both before and after incarceration.

Yet, growing bodies of evidence show that employers strongly prefer to hire those without criminal records, and they discriminate against those who they believe have criminal records. This spills over into discrimination against African American males, in particular, without criminal records. We suspect that any efforts to convince employers not to discriminate against ex-prisoners will meet great resistance. One can too easily argue that such discrimination is reasonable, at least in those circumstances in which employee trust is crucial to firm performance, that is, most employment. The findings of discrimination against African Americans, such as in the work by Devah Pager, reveal the prevalence of intolerable racism.\(^{11}\)

In this regard, prison buildup cuts both ways. To the extent that more prison reduces the crime rate, then the scope of discrimination will be attenuated. Employers will have more breathing room to hire the most qualified applicants. Yet, more prison also leaves more people vulnerable to discrimination for having served time. Clearly, though, emptying the prisons will not solve the discrimination problem. If only it were so easy.

Finally, when thinking about economic impacts of the buildup, it is important to remember that there is a substantial loss to the economy of having such a large prison sector because the human and financial resources used could be put to alternative uses. Again, there are tradeoffs. High crime rates also drag down the economy and, in various ways, make life a lot less pleasant. However, if the crime reduction benefits are small, the labor market and other costs appear unbearable.
MORE PRISON, LESS CRIME?

The consequence of mass incarceration that has generated the most interest is the crime rate. We found that the prison buildup has reduced the crime rate, but the qualifications on this finding may be as important as the initial finding itself. First, the effect is not large. Our preferred estimates find that, at the median rate of imprisonment over the period, a 10% increase in the state prison population would lower crime rates by 0.58%. Second, there are diminishing returns to the prison buildup. That is, as prison populations are larger (relative to population), the crime reductions associated with further expansions are smaller. This conclusion is consistent with both the case study inmate surveys and the statistical analysis conducted using national data. Furthermore, the regression results showed not just declining marginal returns but *acceleration* in the declining marginal return to scale.

One must assign values to the victimizations averted and to the losses associated with incarceration before determining whether the U.S. prison sector is “right sized” or not using these numbers. But it should be central to any discussion of the scale of imprisonment in the United States that the size of the victimization reduction is strongly related to the size of the prison population.

More generally, the right size of the prison population depends on how the impact is distributed. More prison brings about some reduction in the crime rates, and, to that measure, society is under a moral obligation to protect innocent victims. However, the elasticities linking prison to crime are much lower than 1, and falling lower. The case for tempering justice with mercy becomes all the more compelling the lower the elasticity.

PRISONER REENTRY

We also consider the fact that as prison populations increase, so do the numbers of inmates released back to civil society. Here, criminology meets head on with the full complexity of social life. There is currently a tremendous amount of energy, within corrections and outside, devoted to rationalizing institutional procedures and aligning the provision of social services behind bars and on the outside. At
a minimum, practitioners and advocates in this field aim to remove unintended barriers to reintegration into community life. At the other extreme, prisoner reentry can be used as a window into the buildup itself. By seeing just how difficult the life circumstances are for some of those soon to be released from prison, one immediately notices how disproportionate the impact of mass incarceration is on poor and minority communities, the extreme disadvantages many inmates face, and how the buildup has led to a set of overlapping punishments (e.g., restrictions on access to public housing and employment checks on criminal records), which compound the challenges of reentry.

This documentation and analysis of how the buildup came about and some of its most important consequences brings us to the present. Now we look to the future, so naturally we must be more speculative

RIGHT-SIZING PRISON AND STATE BUDGETS

The recession that began in 2001 hit state budgets hard, resulting in major budget shortfalls in some states. Inevitably, some would argue that states, facing hard choices among competing priorities, should choose other priorities over prisons. The economic recovery that has followed has eased the pressure on state budgets, as revenue growth became strong enough to support existing levels of spending, at least in most states. Nevertheless, the demands on state spending continue to grow, revenue streams are uncertain, raising the question of whether criminal justice policy should be strongly shaped by budgetary strains. (Of course, cost savings are always welcome.) For example, should we have fewer prisoners to allow for more college attendance as the Justice Policy Institute urges?

To provide a perspective on state spending on corrections, consider total spending by states on the other major state functions. In 2005, states spent $283 billion on medicaid, $131 billion on higher education, and $43 billion on corrections. Medicaid does appear to be exerting pressure on state budgets. Medicaid surpassed higher education as the second largest state program in 1990, and then in 2003, surpassed elementary and secondary education to become the largest budget item. State higher education spending remains strong, at almost 11% of total state spending. In contrast, although corrections
has grown dramatically in the past two decades, it takes up less than 4% of the state expenditures.

In summary, at $43 billion per annum, corrections has become an expensive program for states to administer. Because states cannot forever spend more revenue than they can raise through taxation, like all state spending programs, corrections spending competes for limited funds. Yet, when compared to other state spending programs, such as Medicaid, correctional spending does not appear to be the driving fiscal concern in most states. This, in turn, suggests that decisions on correctional programming should be best made on substantive, rather than purely fiscal, grounds.18

Despite this argument, it is more likely to be the case that the political agenda will be in large part driven by the need to manage budgets. As the prison population becomes increasingly populated by those who are middle aged or older, and as corrections departments and state budgets continue to be confronted with increasingly expensive physical and mental health costs, fiscal concerns will continue to demand attention. In many states, fiscal pressures will provide the impetus for pragmatic reforms that did not have any political traction during the most rapid years of the prison buildup.

Our own view is that we are past the point, at an aggregate basis, where prison expansion generates sufficient social benefits to justify the financial and social costs. This, of course, varies across states, with some now far beyond that point. Our prescription is that the next decade be a period of pruning, whereby the good that came from the buildup period, including increased concern with victims, improved management in corrections, and support for the larger law enforcement aim of relative safety on the streets, is sustained, while the problematic consequences of the buildup, including the underprovision of correctional programs, lack of systematic aid for rebuilding a life after incarceration, and the loss of crucial features of the social safety net, are rectified.

A NEW COUNTERMOVEMENT?

If the prison buildup movement has reached its limit, reversal may be the new challenge at hand. This suggests the need for a new social movement, one that would push for prison reduction and change. At
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this writing, the prisoner reentry effort appears to be a nascent social movement. It is providing some push back to some of the policies and practices adopted during the prison buildup, without taking on the sensitive issue of sentence lengths. Thus far, the reformers have found some success, mostly with regard to rhetoric. It remains to be seen whether these reformers will be able to implement and institutionalize practices that appreciably change prison life or the transition out of prison for a substantial fraction of the inmate population.

Strongly working in favor of the nascent movement is the fall in the violent crime rate since the mid-1990s. With security brought by lower crime rates, we are now freer to experiment and change. The threat of historically high crime rates has faded. Yet, the falling crime rate is also strongly working against this countermovement. If the prison buildup movement was born in crisis, then the absence of crisis may dampen the possibility of mobilization for something new and different. One task of political leadership is to replace complacency with a sense of urgency for change.

To take stock, prisons can be managed safely and state governments can afford the existing levels of correctional spending. Do we want to continue our commitment to imprison at these historic high levels? Although the prison buildup was not as catastrophic as some feared, we have demanded a lot of our prison system. Thankfully, institutional leadership has delivered to make most prisons relatively safe and secure. This is not a trivial achievement.

Yet, for new energy to be put in to the “prison” problem, given the absence of a sense of crisis in the “crime” problem, a link to broader issues may be required. New energy is needed. One such possible link (here, we are quite speculative) is to a potential social movement that would revitalize U.S. human capital formation.

EPILOGUE: THE ROLE OF HUMAN CAPITAL

Economist Claudia Goldin has called the twentieth century the “human capital century.”10 By this, she means that differences in investing in people, or human capital, explain how the United States surpassed other nations to become an economic superpower. At the turn of the century, the United States and Great Britain were the world’s two leading economies, about even in their aggregate and per-capita
GDP. Early in the century, the United States embarked, for the first time in world history, in an effort to bring secondary and postsecondary education to the masses. By 1910, the United States began to pull away from all other nations in its rates of student enrollment in post primary schooling. There were, as well, significant changes in the content and organization of schools. The high school curriculum became more pragmatic and less classical, although still academic rather than vocational. Public education, at all levels, became more open, forgiving, secular, and gender neutral. The scope and virtues of American mass education, according to Golden, produced U.S. economic ascendancy. Other factors of development, such as technology and physical capital, were of secondary importance.

More recently, Isaac Ehrlich has come to much the same conclusion as Goldin; that is, that investment in human capital through education was the major instrument through which the United States achieved its rapid economic growth. Ehrlich, however, adds an important caveat to the current situation – the United States is losing some of its advantage. A recent report by the Educational Testing Service paints a worrisome picture. For example, high school graduation rates peaked at 77% in 1969, fell to 70% in 1995, and have not changed since then. The United States now ranks sixteenth out of twenty-one OECD countries in graduation rates. We agree with Ehrlich that cross-national convergence is of secondary importance to improvement of all nations’ human capital. This would be a tide raising all boats.

In an impressive series of papers with several coauthors, Nobel laureate James Heckman has made the case for investment in children, particularly disadvantaged children, to reap rewards of economic growth, narrowing income inequality, and improved social outcomes, including crime.

The case in favor of strengthening human capital formation calls for a broad social movement to achieve a revitalization of that sector. The challenges facing such a movement would be great because more funding alone would not be sufficient. The United States continues to outspend most other OECD countries on a per-student basis. The problems are deeper than money alone can solve. As the analysis in this book revealed, the prison buildup was not the outcome of a single piece of legislation or blue ribbon panel. Just as with the buildup,
any success at making reasonable reductions in the extent to which the United States uses incarceration will come from actions of many participants.

Under current levels of imprisonment, one in thirty-seven U.S. adults will spend a portion of their lives in either a federal or a state prison. Among the incarcerated population, 65% do not have a high school diploma, a rate that is 3.5 times higher than the general population. If the most pressing problem is a skyrocketing crime rate, then optimizing deterrence and incapacitation must be our most pressing goal. However, we are beyond this pure security issue. We are freer to think about what more prison can do to contribute to the social welfare. A human capital revolution for the population behind bars, and those at risk of being put behind bars, would contribute to the wider welfare.

The question we face now with regard to the scale of punishment is one of the optimal scope of government. We cherish liberty, which implies less government, but that is not our only value. American society faced a severe crisis of public safety. The prison buildup was a pragmatic effort to get a handle on this crisis, and it worked – our streets became safer. However, the size of the prison population is not necessarily a one-way ratchet. It can be lowered as the crisis begins to dissipate in intensity and fade in memory. No challenge is greater than developing the human capital of those at risk of incarceration or reincarceration.
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Chapter 5. The Buildup and Inmate Release
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Chapter 6. Impact of the Buildup on the Labor Market


8. Many inmates work while incarcerated, in prison jobs, in prison industries (run by public or private companies), or in the private sector through work release programs. None of these categories of work are captured in labor market statistics.

9. In the long run, even those who have withdrawn from the labor market may respond to incentives to return. So, the unemployment rate captures a short- to medium-run phenomenon.
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31. To be sure, there are differences in the way the questions are worded. The Current Population Survey asks about activity “last week,” whereas the inmate survey asks whether the respondent had a job “during the month before your arrest.” Furthermore, the Current Population Survey questions are more detailed than the inmate survey about the reasons a respondent may not have been at work. However, the inmate survey does ask a question that allows one to define who might be in the labor force but not working. See U.S. Department of Labor, Bureau of Labor Statistics, 2001, How the Government Measures Unemployment, www.bls.gov/cps/cps_htgm.htm and U.S. Department of Justice, Bureau of Justice Statistics and Federal Bureau of Prisons, Survey of Inmates in State and Federal Correctional Facilities, 1997, National Archive of Criminal Justice Data, www.icpsr.umich.edu/coocoon/NACJD/STUDY/02598.xml.
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53. A problem with “audit” studies is that the auditors may be aware of the purposes of the experiment, and either consciously or unconsciously act in ways to generate data consistent with hypothesis of the
experiment – here to find evidence of racial and offender discrimination. To get around this problem, Bertrand and Mullainathan sent fictitious resumes to help wanted ads in Boston and Chicago, with each resume randomly assigned either a very “white” or very “black” first name. Consistent with Pager findings, resumes with “white” names resulted in 50% more callbacks than resumes with “black” names. Marianne Bertrand and Sendhil Mullainathan, “Are Emily and Greg More Employable Than Lakisha and Jamal? A Field Experiment on Labor Market Discrimination,” *American Economic Review* 94 (2004): 991–1013. Pager addresses the issue of “experimenter effect,” but almost exclusively in terms of auditors acting differently when they were assigned a “criminal record” (“Mark of a Criminal Record,” 969–970). Bertrand and Mullainathan findings are important in this regard because employers are reacting to nonvarying resumes rather than potentially varying people. There can be no experimenter effect.
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57. More details about the data and results reported here are available from the authors.

58. If “P” is the unemployment rate or the employment ratio, then the dependent variable is \( \log(P/1-P) \).

59. Because of the various lags of the percent change in SPP, the first 3 years of data (1982–1984) are lost to missing data on male incarceration prior to 1981. The total sample size for all the models is 1050 (21 years \( \times \) 50 states).

60. In an effort to test liberally for any effects of the lags of the change in SPP, an omnibus F-test for the inclusion of the lags as a group was conducted. However, this test is not significant in any model.

61. We conducted a large number of robustness checks to be sure that small changes in model specification did not yield dissimilar findings. We performed four types of checks. First, we reestimated the equations using untransformed values of the unemployment rate and employment ratios, as well as an additional transformation as an alternative to the logit, the arcsin transform. Second, the models were reestimated for only 1990s data in case the relationships in the data had changed over time. Third, the models were again reestimated, but weighting
for each state’s population relative to the national total. Finally, we estimated partial and full error correction models to provide more structure to the estimation strategy.


Chapter 7. Conclusion: Right-Sizing Prison


3. We are using the term “tradition” loosely here. The connection between Wacquant and Foucault is much more direct than between Garland and Foucault, and Garland has criticized Foucault quite extensively.


10. Ibid., 60.


16. The category “corrections” includes both the cost to build and operate prisons and, for some states, probation, parole, and juvenile justice functions. Spending on prisons alone cannot be broken out with this data set. Excluded is spending on federal and local corrections.


23. U.S. schools ranked third among twenty-two OECD countries in per student spending in both primary and secondary education. United
States spends $5,300 per pupil for primary schools, 75% more than the international average of $3,033. For secondary schools, the United States spends $6,680 per pupil, 54% more than the $4,335 international average. Herbert J. Walberg, *Spending More While Learning Less: U.S. School Productivity in International Perspective* (Washington, DC: The Thomas B. Fordham Foundation, 1988).
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